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5
Resúmen
La tesis aquí presentada se enmara dentro del experimento DIRAC quese lleva a abo en el Laboratorio Europeo de Físia de Partíulas (CERN) enGinebra.En el apítulo 1 se desribe el objetivo del experimento DIRAC, que esla medida de la vida media del átomo piónio on un 10% de preisión.La vida media de éste átomo, formado por un pión positivo π+ y un piónnegativo π− está relaionada diretamente on la diferenia de longitudes dedispersión ππ en onda S |a0 − a2|. Estas longitudes de dispersión han sidoaluladas en el maro de la Teoría de Perturbaiones Quiral (χPt) on granpreisión por medio de la reaión de un Lagrangiano efetivo en términosde ampos físios. La medida de |a0 − a2| onstituye un importante test delonoimiento de la ruptura de simetría en la Cromodinámia Cuántia y lasteorías efetivas a bajas energías.Como la vida media del átomo piónio es tan pequeña que no puede sermedida diretamente, el experimento DIRAC propone un método indiretopara su determinaión. Basado en las seiones e�aes doblemente inlusi-vas de ππ, la formaión del pionium ha sido alulada en la interaión deun haz de protones de 24 GeV/ del aelerador PS del CERN on un núleode átomos de Niquel (en el aso del trabajo aquí expuesto, habiéndose us-ado diferentes materiales para el blano a lo largo de las tomas de datos deDIRAC). Los átomos produidos en dihas interaiones pueden aniquilarseformando dos piones neutros π0, ser exitados a niveles atómios superi-ores (o análogamente bajar su nivel energétio), o pueden ser ionizados trasinteraionar on los núleos del blano. La probabilidad de éste último pro-



6 Resúmeneso de ruptura está relaionada diretamente on la vida media del átomopiónio. Diha relaión, que depende de la materia y grosor del blano ydel momento del átomo, es onoida on una preision del 1% (ver �gura1.1). DIRAC deteta los piones π+π− produto de la ionizaión y obtiene lavida media del pionium por medio de la determinaión de su probabilidad deruptura.En el apítulo 2 se desriben las araterístias generales, el diseño yel funionamiento del espetrómetro usado por DIRAC para identi�ar yreonstruir las trazas de los piones resultantes de la ionizaión del átomopiónio. Para ello, el montaje experimental de DIRAC ha sido optimizadoon el propósito de detetar pares on un bajo momento relativo en el entrode masas (Q < 3MeV/c), ángulos de apertura muy pequeños (θ < 3mrad)y energías en el laboratorio asi idéntias. Los detetores que lo forman sedesriben on detalle en éste apítulo exepto en el aso de las MSGC/GEMque son tratadas en el apítulo 3. En la �gura 2.1 se puede ver una rereaiónisométria del montaje experimental instalado en la sala East Hall del CERN.Se trata de un espetrómetro de doble brazo que está dividido por un imán endos partes. La primera de ellas, que omienza on las ámaras de miropistasde gas (MSGC/GEM) a 2.5 metros del blano, es llamada parte upstreampor estar situada antes del imán, mientras que la parte posterior a éste sedenomina downstream.La parte upstream está formada por los siguientes detetores:
• 4 planos de MSGC/GEM
• 2 planos de detetores de �bra (SFD)
• 4 planos de hodosopios de ionizaión (IH)Con este onjunto de detetores se realiza la reonstruión de las trazasantes del imán on gran resoluión espaial, siendo apaes de separar trazasa muy baja distania y de evitar ambigüedades graias a la doble amplitud dela señal registrada en el IH al paso de las partíulas eranas. La informaióntemporal proporionada por la �bra tambien se usa en el sistema de trigger.Después del imán el espetrómetro se separa en dos brazos, uno para lapartíulas positivas y otro para las negativas, y ambos están formados por:
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• Cámaras de deriva (DC)
• Hodosopios vertiales (VH)
• Hodosopios horizontales (HH)
• Detetores Cerenkov (C)
• Pre-shower (PSH)
• Cámaras de muones (MU)El onjunto de los tres últimos detetores elimina, tanto en la etapa de trig-ger omo en la de análisis, la ontaminaión de eletrones y muones en elespetro piónio. Las ámaras de deriva son el prinipal instrumento de re-onstruión de trazas tras el imán, mientras que los hodosopios vertialesnos proporionan la informaión del tiempo de vuelo neesaria para reono-er los pares de piones formados en una misma interaión protón-núleo(denominados suesos �prompt�).El sistema de trigger de DIRAC redue el número de suesos por pa-quete de protones inidentes a una antidad aeptable por el sistema deadquisiión de datos del experimento. Diho sistema, junto on el trigger delexperimento, son tratados también en el segundo apítulo. DIRAC uentaon un trigger multinivel on un última etapa de trigger neuronal (DNA),que aepta basiamente suesos on QL > 30 MeV/c y QT > 10 MeV/c,manteniendo al mismo tiempo la e�ienia para pares on momento relativo

Q por debajo de esos valores.Los detetores MSGC/GEM reados por la Universidade de Santiago seanalizan on más detalle en el apítulo 3. En primer lugar se desribenlas tres plaas que onforman la adena eletrónia del detetor: la plaamadre, donde la super�ie ativa de deteión está implementada, la plaade ontrol y �nalmente la plaa VME. Las ámaras de miropistas de DIRACson 4 planos de detetor gaseoso on una etapa intermedia de multiplia-ion graias al GEM (Gas Eletron Multiplier) de unos 10 × 10 cm2 desuper�ie ativa instrumentadas on miropistas de obre, ánodos y átodossuesivamente dispuestos on una distania entre los entros de los ánodos



8 Resúmende 200 µm, proporionando una resoluión espaial de 54 µm. En el año2002, el autor de la tesis partiipó en la reaión de dos nuevos planos deMSGC/GEM que fueron probados, reproduiendo todos los sistemas auxil-iares (adena eletrónia ompleta, sistema de gas, adena de alto voltaje,et), en el laboratorio de la Universidad de Santiago.Antes de su instalaión en el espetrómetro se realizó un estudio sobre launiformidad de la ganania en los dos nuevos planos. Usando una fuente betade Rutenio omo radiaión inidente, se estudiaron las diferenias relativasen la ganania, expresada en uentas de ADC, a lo largo de la super�ieativa del detetor. El montaje experimental, omo se puede ver en la �gura3.14 inluía también un detetor entelleador de INa(Tl) usado omo readordel trigger. Los resultados se pueden observar en la �gura 3.18 para ambosdetetores, la ual revela una buena uniformidad en la ganania a lo largo dela super�ie de deteión. Estos dos planos se instalaron en el espetrómetroen el CERN en mayo de 2002, formando parte de la toma de datos de losaños 2002 y 2003.El apítulo 4 desribe el sistema de reonstruión de trazas usando losdetetores situados antes del imán. Está integrado dentro del paquete están-dar del experimento (ARIANE), esrito en lenguaje de prograión Fortran77.Este método permite obtener idéntios resultados para pares prompt y a-identales, onstituyendo una enorme mejora en uanto a resoluión en laomponente transversal de Q. Tiene además la ventaja de que la gran an-tidad de partíulas de fondo presentes en los detetores upstream puede serreduida sin ambigüedad realizando un orte en las distribuiones de proba-bilidad de vértie de las trazas. Consta de tres fases:
• Reonoimento de trazas
• Ajuste de las trazas
• Asoiaión on las trazas reonstruídas por las ámaras de derivaDurante el reonoimiento de las trazas las señales guardadas por los de-tetores upstream se analizan asoiando las oordenadas de los entros degravedad en ada plano. En un primer momento se busan por separado



9segmentos formados en la proyeion X e Y para después añadir la infor-maión de los planos inlinados. Todas las trazas son ajustadas a una líneareta usando iniialmente una posiión promedio del vértie y un momentopromedio, dando las matries de ovariania uenta de la dispersión múltipleprovoada por la materia del espetrómetro. Finalmente ada traza reon-struída tras el imán por las ámaras de deriva es extrapolada usando un mapadel ampo magnétio y la posiión aproximada del vértie. Se usa el planode la �bra X omo plano de asoiaión, y la posiión obtenida es omparadaon la de las trazas upstream para asoiarlas on un test χ2.La preisión requerida por el sistema de reonstruión de trazas sólopuede ser obtenida tras un riguroso trabajo de alineamiento de los detetores.Diho trabajo se desribe en el apítulo 5. Los detetores situados antes delimán se alinearon entre sí en una primera fase iterativa, y después fueronalienados omo bloque on la parte downstream. Los parámetros obtenidosse hiieron depender del número de run dentro de la toma de datos del 2001,que es la utilizada posteriormente en la determinaión de la vida media delátomo piónio. La posiión de la interseión del haz de protónes on elblano también fue alibrada, de modo que tras el trabajo de alineamientose obtuvieron los siguientes parámetros:
• 6 traslaiones individuales (una para ada plano upstream instalado enel año 2001) en la direión perpendiular a la de las orrespondientesmiropistas o �bras (posiión de la primera pista)
• 6 ángulos de Euler para ada detetor alrededor del eje Z (álulopreiso de los ángulos θi)
• traslaiones y ángulos de Euler alrededor de los ejes Z e Y de la parteupstream omo bloque on respeto a los brazos positivo y negativode las ámaras de deriva
• posiión promedio en X e Y del entro del haz de protónes on respetoa los detetores anteriores al imánEn el último apartado del apítulo 5 se desribe también un método paraobtener las e�ienias de los detetores MSGC/GEM durante su operaión,basado en el álulo de resíduos no orrelaionados para ada plano.



10 ResúmenEn el análisis de la vida media del átomo piónio, para obtener la mayorpreisión posbile en la extrapolaión de la interaión de Coulomb en valoresbajos de Q, se ha esogido la simulaión Monte Carlo omo método massimple de análisis. La reaión de diho Monte Carlo se desribe en el apítulo6, así omo su uso para determinar la resoluión del método de reonstruiónde trazas en las omponentes transversal y longitudinal del momento en elentro de masas QL y QT .Aún on una exelente resoluión en el tiempo de vuelo, un fondo depares de piones no proedentes de la misma interaión protón-núleo per-manee bajo el pio de suesos seleionados on oinidenia temporal enlos hodosopios vertiales (ver �gura 8.1). Los diferentes tipos de parespresentes en diho pio de suesos prompt se rean usando generadores es-peí�os que son pasados por el paquete de Monte Carlo GEANT adaptadoal experimeto DIRAC. Junto on estos generadores, se ha reado tambienuna simulaión de pares atómios proedentes de la ruptura del pionium. Sedesribe asimismo la digitalizaión de la señal produida en los detetoresMSGC/GEM, basada en las distribuiones obtenidas on los datos reales, asíomo la simulaión del fondo de partíulas que no proeden del blano. Semuestra la in�uenia de los parámetros de simulaión de las MSGC/GEMsobre la resoluión del vértie formado por ambos piones. Posteriormentese evalúa en detalle la resoluíon del método de reonstruión en las dis-tribuiones rítias QX , QY , QT y QL, omparando los valores reonstruídoson los generados en el Monte Carlo, tanto para pares on interaión deCoulomb omo para pares atómios.También en el sexto apítulo se omprueba el valor de la ine�ienia enla resoluión de partíulas a muy baja distania. Debido a la granularidad delos detetores upstream, uando éstos son atravesados por partíulas muyeranas en la proyeión medida por el detetor, existe un porentaje departíulas q no pueden ser resueltas, omportandose el sistema de reon-struión ine�ientemente en estos asos. Conoiendo las e�ienias de losdetetores individuales diho porentaje puede ser onoido y omparado onel obtenido on Monte Carlo.Se ha desarrollado un método para medir la resoluión en el momentoen el sistema de laboratorio δP on datos experimentales, basándose en los



11suesos reogidos por el trigger de Lambdas disponible en el experimento. Ladependenia de δP/P se parametriza on dos oe�ientes, que son preisa-mente determinados on los datos de Niquel 2001, usando suesos reogidospor el menionado trigger, que registra pares pión-protón produidos en eldeaimiento de diha partíula. La idea es usar la determinaión de la masadel lambda, a bajos ángulos de apertura, para realizar un detallado análisisualitativo de la resoluión del momento de las trazas individuales, en funiónde diho momento. Tras la aproximaión de bajo ángulo, la dispersión enla masa del lambda depende exlusivamente de la resoluión en el momentodel laboratorio. Tras la seleión de suesos el método usado es un ajustepor máxima verosimilitud a la expresión 7.3, usando un onjunto de suesosque no sólo ontienen la señal, sino tambien un fondo no resonante debidoal ruido del trigger. La desripión por parte del ajuste de diho fondo es deruial importania para tener una determinaión lo más preisa posible delos parámetros A y B en la determinaión de la resoluión en el momentoparametrizada de la forma:
(δP )2 = (AP )2 + (BP 2)

2En el apítulo 8 se desribe el método de extraión de la señal atómia yómo se determina la probabilidad de ruptura del átomo piónio. Los suesosson seleionados de los datos tomados on blanos de Niquel de 94 y 98 µmde grosor durante la toma de datos del año 2001. Los pares aidentales,que no muestran oinidenia temporal en los hodosopios vertiales ya queproeden de diferentes interaiones protón-núleo se usaron en el análisispara reproduir la aeptania del trigger, orrigiendo así las distribuiones deMonte Carlo. Los suesos prompt, que provienen de la misma interaiónprotón núleo, son omparados en un ajuste bidimensional en las magnitudes
QT y QL, on las siguientes distribuiones generadas por Monte Carlo:

• Pares on interaión oulombiana en el estado �nal, usando el fatorde Sakharov.
• Pares aidentales que aún proediendo de diferentes interaionesprotón-núleo presentan oinidenia de tiempo en el detetor de tiempode vuelo.
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• Monte Carlo de pares sin interaión oulombiana en el estado �nal.
• Modelo atómio de Monte Carlo que desribe la señal de átomos pióni-os sobre el fondo.El ajuste se realiza minizando el χ2 de la expresión 8.5 para determinar lasfraiones de los distintos tipos de pares. La señal atómia se determina porsubstraión del fondo de los datos experimentales en la zona QL < 2 MeV .En el apítulo 8 se desribe también ómo a partir del número de átomos yde pares oulombianos obtenidos a través del ajuste se obtiene, usando losllamados fatores K, la probabilidad de ruptura del átomo piónio.Tal y omo se desribe en el apítulo 9, el ajuste se repitió en 10 intervalosde 600MeV/c del momento de laboratorio en bines de (0.5×0.5)(MeV/c2)de (QT , QL). De este modo se obtienen 10 valores de la probabilidad deruptura del átomo, una para ada valor de p. La vida media se puede obtenerpor minimizaión on respeto a la prediión que relaiona diha vida mediaon la probabilidad de ruptura del átomo dentro de un determinado blano.Se muestra on propósito omparativo un ajuste global que ontiene los10 intervalos de p y que proporiona resultados similares. Se ha estudiadotambién la dependenia del resultado obtenido on los límites del valor de

QL en la seleión de suesos, y on los de integraión de la señal en QT y
QL.Al �nal del apítulo se evalúan los posibles errores sitemátios, siendo losmás signi�antivos:

• Conoimiento del ángulo medio de dispersión múltiple en los detetoresanteriores al imán
• Correión por la no uniformidad de la aeptania del trigger en QL

• Simulaión de las partíulas de fondo en las MSGC/GEM
• Forma de las distribuiones atómias
• Simulaión del espetro de QT



13
• efetos del tamaño �nito en la interaión oulombiana y ontami-naión de partíulas η′ y γ.En el apítulo 10 se resumen los logros onseguidos, mostrando el resul-tado �nal para la vida media del átomo piónio:

τ1S = 2.58 +0.30
−0.26Por medio de la relaión 1.5 se onoe también el valor para la difereniade las longitudes de dispersion |a0 −a2|. Ambos resultados se presentan onun error proedente de la ombinaión del error sistemátio expliado y delestadístio proporionado por el ajuste, debido prinipalmente a la antidadde suesos prompt reogidos por el espetrómetro.
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Chapter 1
Aim of DIRAC experimentand theoretial motivation
1.1 IntrodutionPionium is an hydrogen-like atom formed by a positive and a negativepion. Measuring its lifetime with a preision of 10%, provides in a model-independent way the di�erene between the isosalar and isotensor strongS-wave ππ sattering lengths |a0 − a2|. These sattering lenghts have beenalulated in the framework of Chiral Perturbation Theory (χPt) with highauray, and this measurement is a sensitive hek of the understanding ofhiral symmetry breaking in QCD, and e�etive theories at low energies.Sine pionium lifetime is so small that annot be measured diretly,DIRAC experiment proposes an indiret way to measure it. Based on thedouble di�erential two-pion prodution ross setions, pionium yields havebeen alulated for the interation of the 24 GeV/ proton beam of PS a-elerator at CERN with target atoms. Produed pionium pairs an break upinto π+π− after interation with the Coulomb �eld of target nulei, so thatthe breakup probability is uniquely linked to lifetime with preision of 1%.15



16 1.3. Pion-pion sattering1.2 QCD theoryQuantum Chromodynamis (QCD) has been suesfully tested in the highenergy region. In proesses with momentum transfer of Q > 1 GeV/c, QCDis essentially a perturbation theory. Quarks are onsidered massles and theonservation of hiral symmetry in the perturbative regime allows to designthe QCD lagrangian desribing quarks and gluon interations.At low energies, due to the running oupling onstant αs, perturbativetehniques are not apliable. With momentum transfer Q < 100 MeV/cquarks annot be onsidered massles, and the hiral symmetry must be spon-taneosly broken. Under this senario the three lightest hadrons, π+, π−, π0,an be identi�ed as the Goldstone bosons generated by this broken symmetry.However, at low energies we an write an e�etive Lagrangian in termsof physial �elds. For this Lagrangian, a perturbation theory, Chiral Per-turbation Theory [1℄ was developed, that uses as expansion parameters thequark masses and the momenta. χPt is an e�etive theory in a sense that itoperates with pion �elds diretly, as opposed to the quark and gluon degreesof freedom, and it an be used to alulate the strong S-wave ππ satteringlengths with a preision better than 2.5% [2℄.1.3 Pion-pion satteringPionium is a Coulomb π+π− bound state, with Bohr radius rB = 387 fm.It deays by strong interation mainly into π0π0, its binding energy is 1.858keV, and JPC = 0++.The deay width an be written
Γ =

1

τ
= Γ2π0 + Γγγ (1.1)however π0π0 hannel largely exeeds the γγ:

Γγγ

Γ2π0

∼ 4 × 10−3 (1.2)so we an neglet the seond deay hannel and onsider
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Γ ≈ Γ2π0 (1.3)Pionium ground state (prinipal quantum number n=1, orbital quantumnumber l=0) lifetime τ1s is therefore dominated by the short-range reation

π+π− → π0π0 (1.4)At lowest order in QCD and QED, the total width an be expressed asfuntion of the S-wave I=0 (a0) and I=2 (a2) ππ sattering lengths [3℄ andthe next-to-leading order in isospin symmetry breaking has been alulated:
Γ1s =

1

τ1s
=

2

9
α3P |a0 − a2|2(1 + δ) (1.5)where P =

√

M2
π+ −M2

π0 −
1

4
α2M2

πand α is the �ne struture onstant. A signi�ant orretion δ = (5.8 ±
1.2)×10−2 arises with respet to lowest order, one a non-singular relativistiamplitude at threshold is built [4℄.Therefore a 5% preision an be ahieved in the measurement of |a0−a2|provided a 10% lifetime error is reahed. Note should be taken that thismethod implies experimental aess to the physial reation threshold (Bohrmomentum of the pionium PB ∼ 0.5MeV/c).The ππ sattering lengths have been alulated in the framework of χPtwith small errors [2℄, by means of an e�etive lagrangian with a preisionat the per ent level. These results, based on the assumption that thespontaneous hiral symmetry breaking is due to a strong quark ondensate[5℄, implies a value for the di�erene of sattering lengths of

|a0 − a2| = (0.265 ± 0.004) M−1
π (1.6)whih implies a lifetime predition of τ1s = 2.9 ± 0.1fs [2℄. The alter-native sheme with an arbitrary value of the quark ondensate [6℄ (so-alledgeneralised χPt) yields larger values for a0 and a2, with an arbitrary value ofthe quark ondensate.



18 1.4. Pion produtionThere exists an ample and detailed literature about the quiral expansionof ππ amplitudes, inluding error estimates from experimental threshold andlow energy parameter unertainties [7℄.On the other hand,a self-onsistent representation of ππ sattering lenghtsalso exists [8℄. It is obtained by �tting experimental data in the low energyregime, and imposing standard Regge behaviour at higher energies. It allowsfor higher values of the di�erene |a0 − a2|.We believe that a measurement of the sattering lengths will thus on-tribute in an importat way to the present understanding of hiral symmetrybreaking in QCD and to onstraint the magnitude of the quark ondensate.1.4 Pion produtionCharged pions with opposite harge emerging from a high energy proton-nuleus ollision are produed diretly, or originated from strong short-lived(ρ, ω,K∗,...) or eletroweak long-lived (η, η′, K0
s , ...) soures. Pion pairsfrom short-lived soures undergo Coulomb �nal state interation and maytherefore form atoms1, sine the region of prodution is very small as om-pared to the Bohr radius of the atom.The di�erential prodution ross setion of pionium atoms, with 4-momentum

pA = (EA, ~pA), only ours in S-states [10℄, and an be expressed as:
dσ

d~pA
= (2π)3 EA

2Mπ
|ψn(0)|2( dσ0

s

d~p1d~p2
)
~p1=~p2=~pA/2

(1.7)where Mπ is the pion mass, ψn(0) is the atomi wave funtion at theorigin with prinipal quantum number n, and σ0
s denotes the Coulomb unor-reted semi-inlusive π+π− ross-setion [11℄, whih is enhaned by a highenergy (24 GeV/c) and high intensity (∼ 1011) proton beam olliding on anulear target foil [12℄. A Nikel target was used spei�ally in the olleteddata used in the analysis presented here.1the ontribution to the pionium prodution of long-lived soures was negleted as itis under the 1% level [9℄.



Chapter 1. Aim of DIRAC experiment and theoretial motivation 191.5 Propagation inside the targetAfter prodution, the pionium atoms propagate (with an average Lorentzfator γ ≈ 17 in DIRAC) inside the target foil [13℄, interating mostly withthe eletromagneti �eld of the target atoms. Therefore pionium an undergoone of the three following proesses [16℄ [11℄, one mediated by strong fores,and the other two of eletromagneti nature:
• Annihilation [14℄ into π0π0

• Ionization (break up) by the target nulei into π+π−

• Exitation/de-exitation to higher/lower prinipal quantum numberlevelsThe relation
1 = PBr + Pann + Pdsc (1.8)is obviously satis�ed being PBr the pionium breakup probability, Pannthe annihilation probability, and Pdsc stands for the probability of the atomleaving the target in a disrete state.Using a high-Z and thin target, the pionium ionization probability om-petes mainly [15℄ with the anihilation proess, so that Pdsc is highly redued.The π+π− pairs oming from pionium break-up (atomi pairs) exhibitspei� kinematial features whih allow to identify them experimentally. Forthin targets (10−3X0), due to the very small momentum transfer indued bythe eletri �eld near the target nulei, the signal of atomi pairs is detetedby DIRAC spetrometer as an exess with respet to Coulomb-orrelatedpairs at very low enter-of-mass momentum, Q < 3 MeV/c, with a yield of

∼ 10% in this Q interval.1.6 Pionium lifetimeThe breakup probability is a funtion of the atom momentum and dependson the dynamis of the pionium interation with the target atoms and on



20 1.6. Pionium lifetimethe pionium lifetime. For a given target atomi number and thikness, thetheoretial breakup probability for pionium is alulated [16℄ with a relativeerror of less than 1% [17℄ thanks to the detailed knowledge of the ross-setions involved in the proess, whih is purely eletromagneti, in whihBorn and Glauber approximations are used [18℄[19℄[20℄.This breakup probability is uniquely linked to the atom lifetime [10℄. InFig. 1.1 the PBr as a funtion of the lifetime is displayed for a ombinationof Ni targets with 94 µm and 98 µm, whih were the foil thiknesses installedin DIRAC during the 2001 data taking period.
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Figure 1.1: Breakup probability as a funtion of pionium lifetime for a om-bination of Nikel targets with thiknesses of 94 µm and 98 µm



Chapter 1. Aim of DIRAC experiment and theoretial motivation 21Measuring PBr thus allows to determine the lifetime of pionium. InDIRAC the breakup probability an be measured experimentally as the ratio ofthe deteted number of atomi pairs (nA) over the total number of produedatoms (NA):
PBr =

nA

NA
(1.9)The total number of produed π+π− atoms (NA) is related by an exatexpression to the number of Coulomb orrelated pion pairs (NC) with lowrelative momenta, so that the breakup probability an be measured withDIRAC experimental method with the determination of the ratio betweenatomi and oulomb pairs in the desired Q range, as it will be seen.



22 1.6. Pionium lifetime



Chapter 2DIRAC setupIn this hapter, the general harateristis, design and working performanesof the apparatus are explained and eah detetor is desribed in some detail,and the main lines of the trigger system and data-aquisition are also given.The MSGC/GEM system is more thouroughy desribed in the next hapter.2.1 General apparatus desriptionPion paris π+π− emerging from break-up of pionium have a low relativemomentum in their entre of mass system (Q < 3 MeV/c), very smallopening angle (θ < 3 mrad) and nearly idential energies in the laboratoryframe. A high resolution magneti spetrometer is then required [22℄ to splitup the pairs and measure their relative momentum with su�ient preisionto detet the pionium signal superimposed on the substantial bakground of�free� π+π− pairs produed in inlusive proton-nuleus interations.The DIRAC experimental setup, loated at the T8 proton beam line(with energy of 24 GeV/) in the East Hall of the PS aelerator at CERN,beame operational at the end of 1998 and has been olleting data sinethe middle of 1999. A general view of the spetrometer and a list of thesetup omponents ordered along the proton beam diretion are shown inFig. 2.1, onsisting of beam line, target station, seondary vauum hannel,spetrometer dipole magnet and detetors plaed upstream and downstreamof the magnet. 23



24 2.1. General apparatus desription

Figure 2.1: Isometri view of the DIRAC setup.



Chapter 2. DIRAC setup 25Protons are extrated in spills of ∼ 400− 500 ms duration from the PSto the T8 beam line using a slow ejetion mode [23℄ . During data taking,between 1 to 5 yles per PS super-yle of 14.4 ÷ 19.2 s duration aredelivered to DIRAC. The proton beam intensity was set to ∼ 1011 protonsper spill, depending on the target used.The target station houses a devie with 12 holders for the targets. Thedata analyzed in this work was mainly olleted during 2001 data taking usingtwo Ni targets with 94 µm and 98 µm thiknesses. The DIRAC experimentis sensitive to partiles outside the beam ore (halo), beause the target isvery thin and the upstream detetors are plaed very lose to the primaryproton beam. Speial optis has been designed to derease the bakgroundhalo to a negligible level. The ratio of detetor ounting rates with the targetin plae to those with an empty holder was measured to be ∼ 25.Free and atomi π+π− pairs produed in the target enter a seondarypartile hannel whih is tilted upwards by 5.7◦ with respet to the protonbeam (as indiated in Fig. 2.1) to avoid bakground in the detetors. Itonsists of two vauum ylindrial volumes, one immediately downstreamthe target station, and a seond one loated at ∼ 3.5 m from the targetbetween the spetrometer magnet poles. Seondary partiles exit this tubethrough a 200 mm diameter window, made of 250 µm thik mylar �lm.The angular aperture of the seondary partile hannel is determined by theollimator resulting in a solid angle aeptane of 1.2 · 10−3 sr.Downstream the target the proton beam travels in a vauum hannelbelow the spetrometer. Before it is �nally absorbed by a beam dump witha dediated radiation shielding, in order to derease the bakground gammaand neutron �uxes towards the detetors [24℄ . The downstream detetorsare shielded in addition from bakground seondary partiles produed atthe primary proton beam pipe and surrounding elements by a 1 m thikiron wall that physially separates the upstream detetor region from therest. Collimators are inserted around the primary proton beam pipe andthe seondary partile hannel. A onrete radiation shielding enloses thewhole DIRAC experimental apparatus to protet the surrounding East Hallin respet of the CERN safety regulations.The seondary partile hannel is endowed with a real spetrometer arm.



26 2.1. General apparatus desriptionThis upstream arm onsists of two traking devies, the mirostrip gas ham-bers (MSGC/GEM) and the sintillating �bre detetor (SFD). They are usedto improve resolution on the longitudinal and transverse omponents of therelative momentum of pion pairs, by unambiguosly measuring the pair open-ing angle. The detetion apability is inreased for small angle traks byan Ionization Hodosope (IH) is loated past the SFD following the protonbeam diretion. A real piture of the above-mentioned detetors, as theyare installed between the �rst vauum hamber and the seondary partilehannel, an be seen in Fig. 2.2.

Figure 2.2: Photography of the three detetors installed upstream the mag-net, between the �rst vauum hamber (right-hand side) and the seondarypartile hannel. From right to left, the MSGC/GEM, SFD and IH dete-tors an be found. The primary proton beam line an be appreiated at thebottom.Downstream the spetrometer magnet the setup splits into two identialarms for detetion and identi�ation of positive and negative harged par-tiles. The half opening angle between the two arms is 19◦. Along eaharm the following detetors are loated: drift hamber system (DC), ver-tial sintillation hodosope (VH), horizontal sintillation hodosope (HH),gas herenkov ounter (CH), preshower detetor (PSH) and muon detetor(MU).



Chapter 2. DIRAC setup 272.2 The MSGC/GEM detetorIt performs partile traking at a distane of 2.4 m from the interation point.In order to resolve two-partile ambiguities by means of stereo angles, fourplanes of a proportional gas detetor with a single-hit spae resolution of
∼ 50 µm are installed. It ahieves an experimental double trak resolutionbetter than 0.3 mm , limited by detetor pith and lustering. Beause ofits partiular importane for upstream traking, a more omplete desriptionof the MSGC/GEM will be done in the following hapters.2.3 The Sintillating Fibre DetetorThe Sintillating Fibre Detetor (SFD) is used together with the MSGC/GEMdetetor, for upstream traking, and it provides topologial trigger apabil-ities [25℄ for rejetion of pairs with relative distane larger than 9 mm. Italso provides time information for upstream traking.The SFD onsists of two perpendiular �bre planes to measure the Xand Y oordinates of inident partiles1, as the deposited energy from thepartiles is transformed into light.The SFD overs a 105×105 mm2 area. Eah detetor plane is omposedof 240 olumn hannels with 440 µm pith, eah onsisting of a stak of5 �bres in depth, measuring eah one from 70 to 150 mm, as seen in Fig.2.3. Fibres forming one sensitive olumn are onneted via a light guide intoone hannel of position-sensitive photomultiplier (PSPM), with a total of 15photomultipliers of 16 hannels eah.A dediated eletroni iruit Peak Sensing Ciruit (PSC) has been us-tom developed to provide signal disrimination with dynami rejetion ofross-talk in adjaent hannels using the peak-sensing tehnique [26℄. Dis-rimination of a hannel is given by the ondition 2Ai−Ai−1−Ai+1 > Athr,where Ai are hannel signal amplitudes and Athr de�nes the threshold value.For time orrelated partile pairs (up to ∼ 5ns time di�erene) with1A third upgraded SFD-U plane rotated 45◦ relative to X and Y was added for 2002and 2003 periods.



28 2.3. The Sintillating Fibre Detetor

Figure 2.3: The SFD prinipal struture. A 16-hannel fragment is shown.distane more than one �bre pith, the PSC algorithm provides e�ientdetetion, avoiding ross-talk and rejeting noise. However, when adjaent�bre olumns are rossed by two partiles simultaneously, then the PSCalgorithm leads to a suppression (with 50% probability) of the deteted yieldof double trak events, and one of the hits is lost. For time di�erene greaterthan 5 ns the PSC behaves as an ordinary leading edge disriminator.The performane of upstream detetors performane is ompromised bythe high partile �ux originated by the proximity of the proton beam lineand ollimators.s Half the partiles deteted by SFD omes from seondaryinterations in the hannel [27℄.The level of optial ross talk among the PSPM hannels due to esapeof ultraviolet light from one �bre olumn to the adjaent one, together withnoise was found to be ∼ 2%. The detetion e�ieny is high (larger than97% [28℄) and the average hit multipliity is near 5 in the 50 ns time windowof TDC. Eah detetor �bre is equipped with a TDC hannel whih providestime tagging essential for upstream traking.Readout supplies time information in digital form TDC. The raw timespetra, obtained from e+e− and π+π− events, are shown in Fig. 2.4 for twoarbitrary SFD hannels. After o�-line deonvolution of the trigger time jitterthe resolution of the SFD is found to be σ = 0.8 ns. Single trak resolutionis de�ned by �bre olumn pith of 440 µm.
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Figure 2.4: SFD raw time spetra for e+e− (left) and for π+π− (right) triggerdata. The horizontal sale is in TDC hannels, the hannel width is 0.5 ns.2.4 The Ionization HodosopeSine harged pions originated from pionium breakup ross the upstreamdetetors at rather small relative distanes, a dediated Ionization Hodosope[29℄ has been built to separate the double ionization signal produed by losepion pairs inident on the same sintillating slab, from single ionization signalsprodued by one partile. In this way, unertainties resulting from pairswith relative distane less than the double trak resolution are signi�antlyredued. In adittion, the IH takes part of the trigger system of DIRAC.IH detetor is a sintillation hodosope [30℄ onsisting of 4 planes of
11×11 cm2 sensitive area (Fig. 2.5) plaed 3 m downstream the target. Twoplanes (X-A and X-B) vertially oriented, and the other two with horizontalslabs (Y-A and Y-B), being planes with the same slab orientation shifted by



30 2.4. The Ionization Hodosopea half-slab-width with respet to eah other. Eah plane is assembled from16 plasti sintillating. The slabs are 11 m long, 7 mm wide and 1 mmthik. They are onneted to the PM photoathodes via 2 mm thik and7 mm wide luite light guides.

Figure 2.5: Design and isomeri view of the IH sintillation plane (1 � sin-tillators, 2 � light-guides, 3 � photomultipliers).The front and rear surfaes of a slab are overed by a millipore �lm [31℄for e�ient light olletion. At the lateral surfae of the slab, light is re�etedby a 30 µm mylar �lm in order to minimise the gaps between adjaent slabs,whih is less than 70 µm wide.Sintillation light is deteted by photomultipliers Photoathodes are inoptial ontat with the wide side of a light guide instead of the traditionalbutt-end readout, improving the light olletion e�ieny.Signal amplitude and time are digitised by ADC and TDC modules, re-spetively. The time resolution of the IH detetor is better than 1 ns . Thetypial response of one IH hannel to lose partile pairs inident on one sin-tillating slab and to single partile is shown in Fig. 2.6. If a threshold is setto retain 95% of the double ionization signal from pairs, the ontaminationfrom single partile amplitudes is less than 15% (Fig. 2.7).
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Figure 2.6: Typial ADC spetra for single (solid line) and double (dashedline) ionization loss from partiles rossing one IH sintillating slab.
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Figure 2.7: Contamination of single ionization amplitudes as a funtion oflosses of double ionization as obtained from the analysis of the spetra ofFig. 2.6.2.5 MagnetThe magnet separates positive and negative partiles oming from upstreamarea, being the two downstream arms plaed at arms ±19◦ relative to theentral axis. Magneti �eld (B = 1.65 T , �eld integral BL = 2.2 T ·m) has



32 2.6. Drift Chambersbeen parametrized [32℄. The dipole magnet has an aperture of 1.5×0.50 m2(W × H) and measures 0.5 × 1.5 × 1.1 m. To redue the stray �eld, twomagneti sreens are �xed near its entrane and exit.2.6 Drift ChambersThe drift hamber system is used to perform partile traking downstreamthe dipole magnet. These are gas detetors with periodi ell struture givingspatial and time (by means of the drift time) information, used in the T4level trigger.A two-arm solution has been hosen, exept for the �rst hamber whihis a single large module (DC-1) designed with two separated sensitive areas.This hamber provides 6 suessive measurements of the partile trajetoryalong the oordinates X, Y, W, X, Y, W, where W is a stereo angle withinlination 11.30 with respet to the X-oordinate. Eah of the two armsonsists of 3 hamber modules, of idential design, measuring oordinatesX,Y (DC-2), X,Y (DC-3) and X, Y, X, Y (DC-4) following the diretion of theoutgoing partile. The dimensions are 0.8×0.4 m2 for DC-1 sensitive areas,
0.8× 0.4 m2 for DC-2, 1.12× 0.4 m2 for DC-3, and DC-4 is 1.28× 0.4 m2.DC-1 is instrumented with 800 eletroni hannels, and both arms togetherontain 1216 eletroni hannels.The distane between the enter of the �rst half of DC1 and the enterof DC4 provides a lever-arm of 1.6 m along the average partile path, havinguniform spaing of hambers DC-2 and DC-3 along this path. Six measure-ment points, together with a su�iently long lever arm, allows to auratelyreonstrut the downstream traks.A shemati drawing of the sensitive element is shown in Fig. 2.8. As seenin the �gure, a sensitive area, orresponding to eah anode wire and limitedby the athode planes and potential wires, has a square (10 × 10 mm2)shape. Cathode plane foils provide stable hamber operationand, being thin,add only small amount of material along the partile path. A rather largediameter of the anode wires has been hosen in order to operate the hambersat high urrent avalanhe ampli�ation mode.
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Figure 2.8: Shemati view of the wire hamber eletrodes: AW � anodewires, PW � potential wires, C � athode foils. Dimensions are in mm.The hamber design is shown in Fig. 2.9 for the ase of the DC-2 module.The module is a stak of aluminium and �breglass frames �xed by srews withrubber o-rings glued to provide gas tightness. The design of module DC-1di�ers from this desription. The main di�erene, illustrated in Fig. 2.10,onsists in the fat that DC-1 omprises, in a single gas volume, two sets ofsensitive planes, plaed symmetrially to the left and right hand side of thespetrometer axis. The middle zone, strongly irradiated , is made insensitiveto the partile �ux. The limiting edge of the sensitive zones an be varied.This design of the DC-1 module ensures little amount of material, by avoidingframes in the small angle region.The readout eletronis of the drift hambers, whih is a ustom-madesystem [33℄, provides data readout into the data olletion memories andinput to the trigger proessor. The sensitive wire signals are digitised by TDCounters, whih are plugged in the onnetors mounted onto the hamberframes, and are onneted to the Drift Chamber Proessor (DCP) and VMEbu�er memory. This solution results in redued number of eletroni units,small number of ables and high noise immunity. The data of an event arestored in loal data bu�ers until the higher level trigger deision is issued.



34 2.6. Drift Chambers

Figure 2.9: Design of the DC-2 module. Top: general view. Bottom: stru-ture of the frame stak; X � X-plane, Y � Y -plane, C � athode foils.

Figure 2.10: Shemati view of the DC-1 module. Dotted areas show thesensitive regions of the X-, Y - andW -planes. Hathed areas mark the zonesof the athode strips whih allow to hange the width of the insensitive areain the entral region.



Chapter 2. DIRAC setup 35The drift hambers operate in a high urrent avalanhe mode. The sin-gle hit e�ieny is above 96% when the partile �ux along the gas mixture(Ar(∼ 50%)+iC4H10(∼ 50%)+H2O(0.5%)) is about 10 kHz/m2. Trak-ing e�ieny of the drift hamber system as a whole is about 99%, due tothe requested number of hits per reonstruted trak is less than the totalnumber of sensitive planes rossed by a partile. A spae-to-time relationshipwas extrated from the time spetrum and its integral distribution shown inFig. 2.11, for a sample of lean events with a small amount of bakgroundhits. Study of the drift funtion parameters for di�erent hamber planes atdi�erent beam intensities shows good stability of the above relation.
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Figure 2.11: Distribution of the drift time (left upper) and its integral spe-trum (lower), horizontal sale is in TDC hannels, bin width is 0.5 ns. Onthe right-hand side distribution of di�erenes between the measured andpredited X-oordinate is displayed. Plots from X4 plane.Coordinate resolution of the DC system is illustrated too in Fig. 2.11,



36 2.7. Time-of-Flight detetorwhere the distribution of di�erenes between the predited position and mea-sured oordinates in one of the planes is shown (X4-plane right arm). Themeasured standard deviation, σ = 100 µm, is de�ned not only by the intrin-si hamber plane resolution, but also by the auray of the predited trakoordinates. Taking the latter into aount the measured intrinsi spaeresolution of one plane is better than 90 µm.2.7 Time-of-Flight detetorA hodosope system onsisting of vertial and horizontal sintillation slabshas been plaed downstream the drift hambers. It has the overall purpose ofproviding fast oinidene signals between both spetrometer arms, neessaryfor the �rst level trigger and for events seletion.The vertial array of sintillation ounters is used, in orrelation withother detetors, in the de�nition of dediated triggers for alibration purposesand of a higher level trigger for the seletion of low Q events (see triggersetion). A key funtion of this detetor, whih motivated a speial design,is to provide a very aurate time de�nition of pion pairs originated fromthe same proton interation (prompt pairs), in order to perform a leanseparation (in o�-line analysis) with respet to pairs in whih the pions areprodued at di�erent times (aidental pairs). Used as a time-of-�ightdetetor it allows to identify pπ− pairs in prompt events, as they mightonstitute a signi�ant soure of bakground to the π+π− signal.The TOF detetor (also alled VH) onsists of two idential telesopesmathing the aeptane of the DC system. Eah telesope ontains anarray of 18 vertial sintillation ounters. The slab dimensions are 40 mlength, 7 m width and 2.2 m thikness. Sintillation light is olleted atboth ends by two 12-dynode Hamamatsu R1828-01 photomultipliers oupledto �sh-tail light guides. The front-end eletronis was designed to minimisethe time jitter, providing a position independent time measurement.The VH single-hit detetion e�ieny is 99.5% for the positive, and98.8% for the negative hodosope arms. In Fig. 2.12 the distribution ofthe time di�erene between positive and negative pions in the spetrometer
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Figure 2.12: Time di�erene between harged positive and negative partilesobtained from standard hadron trigger data. The entral peak has a gaussianwidth of 193 ps, and the shaded area represents a 2σ ut used to seletprompt ππ events. The �at bakground is originated from aidental pairs,not belonging to the same beam interation. Note the shoulder on the right-hand side of the peak, due to π−p prompt pairs.is shown. The observed ratio between prompt and aidental pairs in the2σ ut region around the peak is about 16. The overall time resolution ofthe system has been measured with e+e− pairs to be 127 ps per ounter[34℄, whih orresponds to 174 ps auray for the time di�erene betweenpositive and negative arms (time-of-�ight resolution). The latter is shown inFig. 2.13. The dediated e+e− alibration trigger selets e+e− pairs from γonversions and Dalitz deays of π0 whih are almost synhronous in time,as the time of �ight of e+e− pairs is momentum independent in the availablesetup range of momenta.
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Chapter 2. DIRAC setup 39This timing apability allows to separate π+π− from π−p pairs in themomentum range from 1 to 5 GeV/c, and from π∓K± pairs in the rangefrom 1 to 2.5 GeV/c, as illustrated in Fig. 2.14.2.8 The Horizontal HodosopesThe horizontal hodosope system has a similar design and impliation onthe de�nition of the �rst level trigger as VH. Its response is used to applya oplanarity riterion for triggering pairs hitting both detetor arms. Thistrigger requirement selets oppositely harged partiles with relative vertialdisplaement, ∆y, less than 7.5 m. Its response is used to selet eventswith small relative angle in the Y diretion, and to support the reonstrutionwith spatial trak information.It is also separated into two arms, eah overing an area of 40 times130 cm2.Eah hodosope onsists of 16 horizontal extruded sintillating slabs of di-mensions 130×2.5 cm2, with a thikness of 2.5 m. Both ends of eah slabare oupled to speially shaped light-guides as illustrated in Fig. 2.15.

Figure 2.15: General layout of the horizontal hodosopes.



40 2.9. The Cherenkov CountersPhotomultipliers are equipped with a voltage divider allowing high ount-ing rate apability. Front-end eletronis system is the same as those for thevertial hodosopes. The single hit detetion e�ieny of HH is greater than96.6 % on both arms, and the time resolution is 320 ps.2.9 The Cherenkov CountersIt provides the strong e/π separation apability needed by the experiment.This detetor is essential for rejetion of the main bakground of eletron-positron pairs from photon onversion, Dalitz pairs, and to a minor extentfrom resonane deays. It is used in the �rst level π+π− main trigger, in thealibration trigger to selet e+e− pairs and its signals are available for o�ineanalysis.The herenkov radiation ours when the veloity of harged partileexeeds the veloity of light in a dieletri medium, and it polarizes atomsresulting in emission of oherent radiaton. DIRAC's herenkov detetor isstrutured in two idential threshold herenkov ounters [35℄, eah overingone spetrometer arm (Fig. 2.16). The gas radiator is enlosed in a volumewith dimensions 143 × 56 m2 and 336 × 96 m2, respetively. The hosenradiator is N2 at normal temperature and pressure (θc = 1.4◦) and theounter length is 285 m. Eah ounter is equipped with 20 mirrors and 10photomultipliers on two rows. Cherenkov light re�eted by pairs of adjaentmirrors is foused onto the same photomultiplier . The analog signals fromPM are fed into two ustom-made summing modules, disriminated and usedfor trigger purposes.A single photoeletron peak is learly observed in all hannels and it isshown in Fig. 2.17, where we an see the ADC spetra from pions (a) andfrom single eletrons (b). The number of photoeletrons deteted by oneounter arm is shown in Fig. 2.18, and from it we infer that both ountershave an e�ieny greater than 99.8 % when operated at a threshold slightlyless than 2 photoeletrons. The pion ontamination above the detetionthreshold is estimated to be less than 1.5 %. Suh ontamination arisesfrom pions with momenta above the herenkov threshold and from aidental



Chapter 2. DIRAC setup 41oinidenes ourring within the trigger time-window.A general piture of the installed detetors desribed so far, looking intothe magnet from a distane lose to that of the herenkov ounter, an beappreiated in Figure 2.19.

Figure 2.16: The far end part of the DIRAC setup, omprising thresholdherenkov ounters (Ch), preshower detetor (PSh), iron absorber (Fe) andmuon ounters (Mu).
2.10 The Preshower DetetorThe purpose of the Preshower detetor is two-fold: it provides additionaleletron/pion separation power in the o�-line analysis and it is used in thetrigger generating logi as well (T1).The PSH is based on an array of lead onverters followed by sintillationdetetors [36℄. Eletrons (positrons) initiate in the onverters eletromag-neti showers whih are sampled in the sintillation ounters while pions be-
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Figure 2.17: ADC spetrum from one herenkov photomultiplier: (a) spe-trum from pions (pratially equal to the ADC pedestal distribution), (b)amplitude signal from single photoeletron, () spetrum from eletrons.

Figure 2.18: Distribution of the number of photoeletrons deteted from the(a) positive and (b) negative herenkov detetor arms.
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Figure 2.19: General piture of the spetrometer installed downstream themagnet, taken from a referene plane lose to the herenkov ounters, whihan be appreiated in the bottom part of the piture. The magnet an be seenat the far end, and in between we see the vertial and horizontal hodosopephotomultiplier layout. The drift hamber system is installed behind it.have mainly as minimum ionizing partiles. For trigger purposes, the signalhas to be produed whether a pion or an eletron ross a PSH ounter.The PSH onsists of 16 detetor elements plaed symmetrially in twoarms, as seen in Fig. 2.16. Eah element has a Pb onverter and a sin-tillation ounter, Fig. 2.20. The onverters of the two outermost elementsof eah arm (low momentum region) are 10 mm thik, whereas the rest are25 mm thik (around 2 and 5 units of radiation length, respetively).Thesintillator slab dimensions are 35× 75 cm2 and 1 m thikness. The dete-tor signals are linearly split into two branhes, one used for trigger purposesand another for ADC analysis. In the former, a leading edge disriminatoris used with a threshold orresponding to e�ient detetion of minimum
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Figure 2.20: PSH element and PSH array on one spetrometer arm.ionizing partiles.The single arm detetor e�ieny is 99.5% for pions. Fig. 2.21 showsthe pulse-height spetra from one element of the PSH for pions and ele-trons seleted by the trigger system (this seletion is based on the herenkovdetetor response). The pion spetrum has a tail (originating from nulearinteration of pions in the onverter) extending to the eletron amplitude re-gion. O�-line study showed that rejetion of eletrons reahes 85% with lessthan 5% losses of pions, what ombined with herenkov on-line identi�ationyields almost 100% eletron rejetion (e/π ratio better than 10−4)2.11 Muon detetorAdmixture of deay muons in the ππ events an be a serious soure of bak-ground. For this reason a muon detetion system is implemented to providee�ient muon tagging in o�-line analysis. Muons ome almost entirely frompion deays with a small admixture from other deays and diret µ+µ− pairprodution.The muon detetor onsists of a double layer struture of sintillation
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Chapter 2. DIRAC setup 47O�-line use of muon ounters has been hosen to avoid suppression ofuseful pion events on-time with bakground signals in this detetor. Fromexperimental data we have inferred that the fration of events ontaining atleast one muon is about 10% [37℄.2.12 Trigger systemThe trigger system was designed to provide a redution of the event rateto a level aeptable to the data aquisition system whih is around 700events/spill. Pion pairs are produed in the target mainly in a free state witha wide distribution over their relative momentum Q, whereas atomi pairsfrom A2π disintegration have very low Q, typially below 3 MeV/. Theon-line data seletion rejets events with pion pairs having approximately
QL > 30 MeV/c or QT > 10 MeV/c , keeping at the same time highe�ieny for detetion of pairs with Q omponents below these values.A sophistiated multilevel trigger is used in DIRAC [38℄. It omprises avery fast �rst level trigger and two higher level trigger proessors.Due to the requirements of the data analysis proedure, to the on-lineseletion of time orrelated (prompt) pion pairs, is added a large numberof unorrelated, aidental, pion pairs. The statistial error of the A2π life-time measurement depends on the number of both prompt and aiden-tal deteted pairs so events are olleted inside a oinidene time window(±20 ns) between the times measured in the left (VH1) and right (VH2)vertial hodosopes, entered around the peak of prompt eventsA blok diagram of the trigger arhiteture is presented in Fig. 2.24. At�rst, pretrigger T0 starts DNA and the �rst level trigger T1 starts digitisationof the detetor signals in the data aquisition (DAQ) modules (ADC, TDC,et.). A positive response from T1 starts a powerful drift hamber triggerproessor T4. At the next level the neural network trigger DNA/RNA rejetsthe events with high Q values, and a positive deision from it in oinidenewith positive deision of T1 is used again in oinidene with T4 deision,whih imposes additional onstraints to the relative momentum and takesthe �nal deision to aept or to rejet the event, start the readout of all
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Figure 2.24: General blok diagram of the DIRAC multilevel trigger.In addition to the main trigger designed to detet pioni atoms, severalalibration triggers are run in parallel.2.12.1 First level trigger (T1)The �rst level trigger (a detailed desription is given in [40℄) ful�ls the fol-lowing tasks:
• Selets events with signals in both detetor arms.
• Classi�es the partile in eah arm as π± or e± depending on the pres-ene of the herenkov ounter signal. Protons, kaons and muons areequally inluded in the �pion� lass (the disrimination is done o�ine).For the pion signature π+π− signature is needed a oinidene of a hitin VH, HH, no signal in Cherenkov ounters and a signal oming formPSH in arm i:

(V Hi ·HHi · CHi · PSHi)Meanwhile for e+e− signal in Cherenkov is required:
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(V Hi ·HHi · CHi · PSHi)The signal from both arms are ombined to produe the �nal deision

• Arranges the oinidenes between the signals deteted in the two armswith a ±20 ns time window in Vertial Hodosopes.
• Applies a oplanarity (Copl) riterion to partile pairs: the di�erenebetween the hit slab numbers in the horizontal hodosopes in the twoarms (HH1 and HH2) should be ≤ 2. This riterion fores a seletionon the Qy omponent of the relative momentum and provides a rateredution by a fator of 2.
• Selets in parallel events from several physis proesses needed forthe setup alibration with desired rate: e+e− pairs, Λ deaying intoa proton and a negative pion (see hapter 7), K± deays to threeharged pions.The eletronis of T1 gives a deision within 120 ns. For Ni-2001 dataphysial pion trigger is set to (T1·π+π−·Copl).2.12.2 Neural network trigger (DNA/RNA)The DNA/RNA (Dira Neural Atomi and Revised Neural Atomi triggers)is a proessing system [41℄ [42℄ that uses a neural network algorithm.Pretrigger T0 provides fast initial signal to DNA (oinidene of hit slabin VH1, VH2, PSH1 and PSH2). DNA/RNA reeives (see Fig. 2.25) thehit patterns from VH1, VH2 and the X-planes of IH and the SFD, that areanalyzed for the two arms, put in OR(∧) relation with the following logi:

(V H1 · V H2 · IHx,1) ∧ (V H1 · V H2 · IHx,2)
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to RNA triggerFigure 2.25: DIRAC detetors used for the neural network triggers DNA andRNA. Numbers of signal hannels from eah detetor are given in parenthe-ses.The neural network was trained with Monte Carlo and real data to seletpartile pairs with low relative momenta: Qx < 3 MeV/c, Qy < 10 MeV/cand QL < 30 MeV/c. The events whih do not satisfy any of those on-ditions are onsidered �bad� and rejeted. DNA deision needs a positivedeision from T1 for the event to be proessed.With DNA/RNA a rate redution by a fator of 2.3 with respet to T1 is



Chapter 2. DIRAC setup 51ahieved, and evaluates an event in 250 ns with an e�ieny in low ~Q regionof 94%.
2.12.3 Drift hamber proessor (T4)T4 is the �nal trigger stage and it requires DNA positive as input. T4proessor reonstruts straight traks in the X-projetion of the drift ham-bers whih allows to selet pairs with low relative momentum (the algorithmis desribed in [38℄). The blok diagram of the T4 operation is shown inFig. 2.26. The drift hamber proessor inludes two stages: the trak �nderand the trak analyzer.The trak �nder the hit wires information from all DC X-planes (drifttime values are not used in the T4 logi). For eah ombination of hits intwo edge base planes de�nes hit windows for the intermediate planes andnumber of hits inside it are ounted and required to be more than 4. Anidential proessor is used for eah arm.If traks are found in both arms, the trak analyzer ontinues the eventevaluation. Trak andidates are ompared with a the ontents of a look-upmemory table obtained with Monte Carlo methods ontaining all possibleombinations of trak identi�ers for pion pairs with QL < 30 MeV/c and
Qx < 3 MeV/c and allows the start of data transfer to VME if a oinideneis found.The T4 deision time depends on the omplexity of the event and isaround 3.5 µs on average, being fored a positive response if time exeeds alimit in order to redue dead-time [39℄. The rejetion fator of T4 is around5 with respet to the T1 rate and around 2.5 with respet to DNA/RNA,and e�ieny for Q < 30 MeV/c exeeds 99%.The whole trigger system is fully omputer ontrolled: no hardware in-tervention is needed in order to modify the trigger on�guration. With allseletion stages enabled the event rate at the typial experimental ondi-tions is around 700 per spill, that is well below the limits of the DAQ rate
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Figure 2.26: T4 operation blok diagram. Only the drift hamber X-planesinvolved in T4 are shown.2.12.4 Trigger performanesThe performane of the trigger system as a whole in seleting low-Q eventsis illustrated in Fig. 2.27, where the magnitude of relative momentum ofpion pairs Q is shown (in their enter-of-mass frame), after DNA/RNA andT4 trigger seletion (see trigger setion). Trigger e�ieny as funtion of Qis �at in the low-Q region, as illustrated in Fig. 2.27. This is onsidered animportant �gure of merit of the spetrometer, for a preision study of the
π+π− Coulomb interation.Pions from ionization of pionium entering the apparatus have momentabelow 4 GeV/c. The apparatus momentum aeptane for time-orrelatedpairs is �at for pions with momenta between 1.6 GeV/c and 3 GeV/c, and it



Chapter 2. DIRAC setup 53dereases for higher momenta.For the sake of ompleteness we also show the p and pT distributionsfor a single π− in Fig. 2.28, with superimposed a parameterisation of theinlusive yield based on the analyti representation [43℄, adapted to DIRACenter-of-mass energy (√s = 6.84 GeV ) [44℄.
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Figure 2.27: Left: Distribution of Q for aepted π+π− pairs after the fullDIRAC trigger system, and for minimum bias pairs. Right: trigger aep-tane, determined as the ratio between the previous two distributions.
2.13 Data aquisition systemThe arhiteture of hardware and software parts of the data aquisition sys-tem takes into aount the time struture of the proton beam. Duringthe aelerator burst the data from all detetors are read out into VMEbu�er memories (ommerial and dediated eletroni modules) without anysoftware intervention. The data transfer to VME proessor boards, eventbuilding, data transfer to the main host omputer and other relatively slowoperations are performed during the pause between bursts. This provides themaximum operation rate of DAQ. The ounting rates of all the detetors,



54 2.13. Data aquisition system

p GeV/c p GeV/c
T

En
trie

s /
 0.

02
 G

eV
/c

En
trie

s /
 0.

12
 G

eV
/c

Figure 2.28: Experimental p and pT distributions of π− orreted for appa-ratus aeptane (histogram) with superimposed the results of the parame-terisation [43℄[44℄.trigger rates at di�erent trigger levels and for di�erent sub-trigger modes arereorded together with the value of the beam intensity provided by the PSomplex.The data readout [45℄ is arranged with 12 readout branhes: 4 branhesfor MSGC/GEM [47℄, 3 branhes for DC and 5 FERA [46℄ branhes for allother detetors.The logi of readout is the following. The �rst level trigger T1 startsdigitisation in ADC and TDC of FERA and DC branhes (see Fig. 2.24). Ifthe T4 proessor deides positively, the Inhibit Readout status is released andthe onverted event data are transferred to bu�er memories. If the deision ofDNA/RNA or T4 is negative, then a Fast Clear signal is generated [48℄ whihdisards the data in all FERA modules and DC registers. The proessingof MSGC/GEM data is started by the next level DNA/RNA trigger. Thisredues the dead time introdued by the Clear proess whih in MSGC/GEMeletronis takes longer. Thus, the negative deisions of T4 only lead tolearing of the MSGC/GEM data. If no Clear signal is reeived, the onverteddata are transferred to bu�er memories. The readout of the whole event takes45 µs and is de�ned by a �xed aquisition time of MSGC whih exeeds the



Chapter 2. DIRAC setup 55readout time in other branhes.The main part of the DAQ software [49℄ is running on two VME pro-essor boards and on the main DAQ host. The main DAQ host performsevent building, reords the built data and distributes them to other omput-ers for on-line monitoring and analysis. The DAQ software is written in Cprogramming language and is running under UNIX-like operating systems.The whole DAQ system is able to aept data from �ve onseutive burstsin one aelerator super-yle with up to 2 MBytes per burst (this orrespondsto 2000 triggers per burst) and to distribute events to all hosts partiipatingin on-line data proessing. The limitation omes from the apaity of theVME bu�er memories.An on-line monitoring program reeives the data distributed by the mainDAQ proess. The program ful�ls aumulation of several hundred his-tograms, inluding all raw signal spetra from any detetor as well as spetraobtained after a fast preliminary data handling. The software is written inthe frame of ROOT software pakage. Apart from the ommon program,there are dediated monitoring programs developed for more detailed ontrolof individual detetors.
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Chapter 3Mirostrips Gas Detetors inDIRACMSGC/GEM detetors were hosen for the �rst set of ative planes at theseondary partile hannel. Their traking priniples, geometry, and on-strution tehnique are desribed in this hapter. In the last setion, resultsfrom the study of relative gain done by the author for the two last installedplanes, are presented.3.1 The MSGC/GEM and GEM detetorpriniplesMSGC (Miro Strip Gas Chambers) are proportional detetors, oneptuallyinspired by the Multi Wire Proportional Chambers (MWPC) developed inthe 60's [50℄. The wires of the MWPC are replaed by meta miro-stripsimplanted on a dieletri substrate, in order to improve spae resolution andredue oupany and ion olletion time. MSGC ame as a natural im-provement of MWPC when in 1988 Anton Oed [51℄ built the �rst prototype.In a high radiation experiment like DIRAC, it allowed to resolve the prob-lem of installin a traking detetor upstream the magnet that ould standpartile �uenes at the level 103mm−2s−1Mirostrips gas hambers showed however some problems due to the57



58 3.2. MSGC/GEM of DIRAC experimentpresene of disharges inside the gas. This usually produed damages inthe strips, so it fored to derease the applied eletri �eld, reduing thegain. A new ampli�ation element was introdued by Fabio Sauli in 1996[55℄, the Gas Eletron Multpilier (GEM), a perforated metali eletrode �lmating as ampli�er of the proportional harge [53℄. Using MSGC with GEMallows to redue (by values higher than 100 mV) the voltage applied to thestrips, providing a more seure operation. GEM implementation even allowednon parallel-plane geometries, and the use of several GEM layers ould beombined as ampli�ation stages.3.2 MSGC/GEM of DIRAC experimentThe University of Santiago de Compostela has been responsible for the on-eption [11℄ and full onstrution of this detetor. The author of this thesispartiipated atively in its upgrade in 2002, and was responsible for the in-stallation in the beam of 2 new planes before the 2002 experimental period.The MSGCs detetors of DIRAC are the �rst ative planes of the spe-trometer, at a distane of 2.4 m from the target foil. The four planestake part of the upstream traking proedure of the experiment, developingthe main task of diret measurement of partile trajetories upstream themagnet. Its exellent spatial resolution allows to improve the double trakresolution for lose lying traks.Four MSGC/GEM parallel planes are installed in the DIRAC spetrom-eter in �rst position from the interation point (2.4 m), in order to reduethe multiple sattering in front to the minimun implied by the target foil. Itperforms the real measurement of the transverse momentum (QT ) by mea-suring the distane between π+ and π−. Together ith SFD it also allows toimprove the resolution of the longitudinal omponent QL, by providing theimpat point at the magnet entrane. Beause of its standalone trakingapability with stereo angles, it also monitors the beam position oordinates.MSGC's allows to resolve traks with the same hit in SFD, improving doubletrak resolution from 4 mrad to 0.6 mrad. The preise spatial resolutionfrom MSGC together with TDC information from SFD allows an e�etive



Chapter 3. Mirostrips Gas Detetors in DIRAC 59rejetion of bakground partiles rossing the detetors from seondary in-terations or partile deays along the hannel. As a additional merit, theydo not a�et negatively to the global setup, adding a low quantity of matterand being pratially transparents to the radiation.The MSGC's measure partile oordinates in 4 planes along the diretionof the inoming partile: X, Y, XP, YP, with orientations 0, 90, 5, 85 degrees,respetively, where the 0 degrees are de�ned by mirostrips running vertially(X-oordinate). The distanes to the target plane in Z oordinate are 2.338,2.246, 2.464, 2.502 m. The stereo angles allow resolution of ghost ambi-guities for two or more partiles. With a single-hit spae resolution lose to50 µm, this detetor provides a preise measurement of the pion pair openingangle, ultimately limited by multiple sattering in the thin target. The fourplanes installed in DIRAC spetrometer an be seen in Fig. 3.1.The DIRAC MSGC hambers are gas detetors working in proportionalmode based on the priniple of the Gas Eletron Ampli�er (GEM) [53℄ [52℄,omplemented with a seond ampli�ation and readout stage provided byMiro Strip Gas Chambers. Eah hamber has ative area 10.24×10.24 cm2,and its ative gas volume is limited by two planes, a drift eletrode and amirostrip sensor plane. An additional GEM foil is plaed between them,evenly spaed from the other two with a uniform gap of 3 mm, as indiatedin Fig. 3.2.The drift eletrode is made of a Chromium-oated thin glass (200 µm)methalized in one side onneted to a negative voltage. GEM is a kaptom�lm of 50 µm double-sided methalized with 4 µm of Cu. It presents aperforated pattern with 80 µm diameter wholes, 140 µm apart from eahother. The mirostrip plane onsists of alternating Chromium strips mountedover a subtrat DESAG D263 of 300 µm thik ioni glass. Anodes are 9 µmwide, atodes 100 µm and pith between anodes is 200 µm. In the bottomside of mirostrips plane a methali �lm is used as eletrode (bakplane).Planes are mounted on a Stesalit frame hemially inert with respet tothe gas mixture. Detetor gas used for operation is a mixture with Argonand Di-metil-eter (DME, C2H6O) in the 60/40 proportion. The entranehole in the frame of the detetor has a diameter greater that the output one,ensuring a light overpressure neesary for detetor working.



60 3.2. MSGC/GEM of DIRAC experiment

Figure 3.1: The four MSGC/GEM planes installed in DIRAC spetrometer,between the vauum hamber (left) and the SFD (right).With the implementation of GEM foil, applying a potential di�ereneof ∼ 400 V between the two metal layers (ampli�ation by a fator of30), primary eletrons signal beomes doubly ampli�ed, allowing lower valuesof High Voltage (HV) and so a more stable operational mode. A primaryeletron produed in the �rst gas volume, de�ned by the drift plane (withapplied voltage of ∼ −400 V ) and GEM, will ionize the atoms of the gasproduing an initial eletron avalanhe when entering the GEM eletri �eld.At a later stage, a new multipliation takes plae in the region next to themirostrips. The eletrons produed in the avalanhe are olleted by theanode (ground) nearest to the position of original eletron. Eletrons areattrated by the positive strips eletri �eld developing a seond avalanhe



Chapter 3. Mirostrips Gas Detetors in DIRAC 61

multiplier 140   m pitch

D r i f t

GEM

Mic ros t r ips

Peek frame

section 3 x 4 mm

3 mm

3 mm

µ

µ .2     m  Chromium

with 70    m holes

µ

17    m copper)µµ

µ

2

(Kapton 50    m thick with µ

µ Cr     microstrips: 9   m anodes and 100    m  cathodes

200   m pitch;  substrate D263 300     m µ

DESAG D263 200   m glass withµ

Gas electron 

Figure 3.2: Layout of the GEM/MSGC detetor.so eletron signal beomes doubly ampli�ed. The loud of postivie ions tendsto luster around adjaent athodes, with applied voltage of ∼ −3000 V .An overall detetor gain of approximately 3000 is ahieved.HV values are limited by sparks inside the gas volume, that may ourwhen harge olleted by the strips is over a threshold value, usually produedunder high partile �ux onditions.3.3 EletronisFor eah plane, the eletronis hain onsists of three distint parts:- the Mother Board, whih ontains the front-end ampli�ation andpipeline and it also serves as mehanial support for the detetor ativearea.- the Control Board that stores digital ontrol sequene needed for APChips and performs fast digital onversion of analog signals.



62 3.3. Eletronis- the VME modules, to handle the trigger signal and perform real timepedestal subtration and zero suppression [54℄.3.3.1 Mother BoardFront-end eletronis and ative surfae of the detetor are mounted overthis 4-level iruit board. 16 Analog Pipeline Chips (APC) are bounded on amulti-layer hybrid in order to perform the readout of mirostrips signal. Cableonnetors allows to reeive the ontrol sequene needed for APC hips, andto send analog ouptut with mirostrip harge information. In Fig. 3.3 twoMSGC planes ready for installation are shown, whereas a sheme of motherboard an be seen in next �gure (Fig. 3.4).

Figure 3.3: Two MSGC/GEM mother boards before their installation atthe DIRAC spetrometer. Hybrids with APC ASICs are overed to protetbondings.
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Figure 3.4: Mother board sheme.APC ASICsDesigned by R.Horisberger [56℄, 16 ASICs are mounted on an hybrid layer sit-ting on the mother board, bonded with speial design to the anode endings.ASIC is endowed wit 64 hannels , eah one with a harge sensitive pream-pli�er followed by analog programming memory (pipeline), run at 10 MHz,built by 32 apaitors and an edge-operation apaitor. Aess to the han-nels is performed sequenially during the readout of athodes signals, so inorder to redue dead-time only 32 of them are instrumented from the sameASIC (whih allows to avoid the �rst noisy hannel).The analog pulse is formed by harge subtration from onseutive a-paitors, at positions given by the delayed trigger signal, following an spei�protool de�ned by APC ontrol sequenes [54℄. The �nal ASIC output is32 analog signals from the instrumented hannels driven in parallel to theontrol board. This robust proedure, whih allows easy integration of alarge number of hannels, limits however the time resolution of the readout



64 3.3. Eletronis

Figure 3.5: Hybrid with y APC ASICs.to a window of approximately 200 ns, due to the 10 MHz frequeny of thepipeline. In Fig. 3.5 we see several APC ASICs installed in the hybrid.3.3.2 Control boardControl board was designed and built at CIEMAT (Madrid). It is plaedinside the experimental area, past the magnet, behing the 1 m thik ironwall for radiation shielding. This board is equiped with a Fast ProgrammableGate Array (FPGA) and develops two main tasks, namely:- It stores the digital ontrol sequene needed for APC ASICs, writtenin available memories at a �rst operation stage.- Digitizes analog signal reeived from hannel readout. Signals aremultiplexed by means of 8 ADC ASICs and transferred to the VMEboard.It reeives from oaxial ables the trigger and fast lear signals needed fordetetor performane.
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Figure 3.6: Control board and its sheme



66 3.3. Eletronis3.3.3 VME moduleThe VME module, a joint design between CIEMAT and USC, is the last ardof MSGC/GEM eletroni hain, providing readout information to the DAQsystem of the experiment. It is divided into 4 segments, eah ontrolled byan independent FPGA.This board reeives multiplexed digitized signal from mirostrip hargereadout and performs real time pedestal subtration and zero suppression. Ithandles trigger and Fast Clear1 signals, and transfers APC ontrol sequeneto the ontrol board.
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Figure 3.7: Piture and shematized diagram of VME module ofMSGC/GEM detetors.1This signal, implemented in the highest level trigger, stops the readout of urrentevent and enables the system for new triggers.



Chapter 3. Mirostrips Gas Detetors in DIRAC 673.4 Detetor performaneConseutive miro-strips with pulse above threshold are pattern-reognisedas lusters (also alled hits hereafter). Pulse height information is used todetermine a enter-of-gravity oordinate for eah hit. We all hit multipliitythe number of mirostrips �red in the luster.The hit multipliity per luster (a), and the number of luster per plane(b) are shown in Fig. 3.9.In Fig. 3.8 we an see how when two partiles ross the detetor planeat very small distane a speial on�guration is produed, where two lustersare separated by one lower mirostrip pulse height. In this ase, the twolusters are split, and the strip with minimun pulse height is divided in twohalves.
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Figure 3.8: ADC ounts registered from a single event in one MSGC/GEMdetetor. First strips are shown in detail in upper-right part. Two lustersare identi�ed and harge of strip 20 is split.



68 3.4. Detetor performaneFor lusters with multipliity greater than one single strip, assoiatedoordinate is determined with a enter-of-gravity algorithm, onsidering thepulse height of strips belonging to the luster. The strip multipliity perluster made (a), and the luster multipliity per plane (b) are illustrated inFig. 3.9.
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Figure 3.9: a) MSGC strip multipliity per hit-luster b) luster multipliityper event in one plane (X). The dotted line shows all lusters registered bythe data aquisition, whereas the ontinuous line shows only those having atime tag, established when the luster has a orresponding hit in the SFDaligned with the interation point.Single hit resolution was determined during the ommissioning run inApril 2000 by setting 4 MSGC planes parallel to eah other, all measuring thesome oordinate. The resolution was de�ned using in eah ase 3 detetorsto de�ne the trak, and typial vales of 54 µm were found, as shown inFig. 3.10. The average e�ieny for a standard detetor is 90%. When atleast 4 signals among 6 detetors are required to onstrut a trak, this issu�ient to provide 97% overall traking e�ieny upstream the magnet.
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Figure 3.10: Spae resolution of the GEM/MSGC detetor measured in adediated beam-test with 4 planes parallel to eah other.Two detetor planes were installed in 1999 and the full set of four planeswas installed in 2001. In order to improve the gain performane and preventageing, two new planes were installed in 2002, whih replaed the onesinstalled in 1999. The author of this thesis ontributed to the onstrutionand installation of the latter in the 2002 DIRAC run.3.5 New MSGC/GEM detetors.From the last months of 2001 to the end of April 2002, two new MSGC/GEMplanes were onstruted and fully tested in the Santiago laboratory prior totheir the installation in the DIRAC spetrometer.The whole MSGC/GEM setup, inluding the three main boards and auxil-iary systems were reprodued and heked in Santiago. The eletronis hainwas mounted on a rak with VME, CAMAC and NIM rates and ontrolledvia PC with LabVIEW software (see Fig. 3.11). The ontrol and triggersignals were reated by two dual timers, NIM-TTL and NIM-ECL onvert-



70 3.5. New MSGC/GEM detetors.ers. For high voltage a CAEN N471A soure was used meanwhile for gassystem Bronkhorst ontrol unities were mounted over the two gas lines of Ar(30 /min) and DME (20 /min) with presures of 1-2 bar, and 10 mbaroverpressure for the mixture.

Figure 3.11: Calibration signal shape used to test APC hips of newMSGC/GEM planes with LabView.The two new planes had two distint features as ompared to replaedMSGCs:
• Cathodes that ollet ions from the multipliation were now poweredin groups of 32 throught a deoupling resistor of 1 MΩ, while groupsof 16 onseutive athodes were used in the old planes. This shemeavoids that indued urrent in the anothes ould mask the signal. With32 oupled athodes this e�et is minimized (3% of signal redution)and strips still have an e�etive protetion for possible streamers2.
• New implementation of HV distribution. A methali box with 4 lemoables at eah side was mounted on the mother board. Cables pro-vide high voltage from the HV soure to the 4 eletrodes. The setuponsumes a maximun of 2 nA with standard HV values.2anomalous avalanhe with a large harge ouput from ionized atoms.



Chapter 3. Mirostrips Gas Detetors in DIRAC 71The 2nd of May 2002 the planes were installed in the DIRAC spetrometerto take part of the MSGC/GEM data taking periods. X and YP planes(plaed at the two edges of the setup) were replaed. This hoie was basedupon the observed performane, e�ienies, and speially the number ofdead strips in the old planes, whih was over 1% of the total number ofinstrumented hannels. Laboratory test previous to its installation at CERNrevealed an amount of 0.6% and 0.2% dead hannels for the new planes, dueto imperfetions or shortuts in the mirostrips plane, some of them shownin Fig. 3.12.

Figure 3.12: Strips number 121 and 415 of one of the two new detetors. Ashortut (left) and a broken strip (right) as viewed with mirosope.3.6 Uniformity of gainTo �nalize the heks after the prodution of the two new detetors, thewhole MSGC/GEM eletronis, HV and gas setup was tested in the labo-ratory. A detailed study to evaluate the uniformity of the gain aross theative area of the detetors ended the alibration job.Uniformity of the multipliation gain is a key fator when searhing forpulse height signal over a threshold during the lustering proedure, andpreision enter of the gravity of the lusters relies on a onstant mirostrip



72 3.6. Uniformity of gaingain.Beta soure of Ru-106, with harateristis summarized in table 3.1 anddeay sheme as seen in Fig. 3.13, was used as radiation soure. Due tothe low thikness of mirostrips detetors, deays of Rh to their fundamentalstate are negligible, oming deteted radiation from beta deay of Rh (Ru
→ Rh has too low energy).
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Chapter 3. Mirostrips Gas Detetors in DIRAC 73Table 3.1: Charateristis of Rr106 beta soure.Element Ruthenium RodiumAtomi number 106 106Lifetime 367 d 29.8 sMaximun Energy 39.4 KeV 3.55 MeVAtivity(April/2002) 0.034 µCiDiameter 25.4 mmAtive diameter 22 mmWindow (0.9 mg/m2) Aluminized Mylarassimetri, with a large tail following Landau distribution.3.6.1 Experimental setupWith triggering purpose a INa(Tl) sintilliator detetor was put in oini-dene with studied MSGC/GEM planes. The sintillator, of 10× 20 cm2, isplaed over the mirostrip hamber. With this setup, when a partile passesthrought the sintillator generates a signal whih will serve as trigger applingthe onvenient delay in orondane with the algorithm of APC hips.Experimental setup an be seen in Fig. 3.14, with the beta soure hiddenunder the MSGC plane, and the sintillator over the drift eletrode overlap-ping the whole ative zone of the mirostrips.To set the detetion threshold for the sintillator, the ratio of beta deaysignal from Ru soure and radiation bakground in the laboratory is evaluatedusing LabView software. A threshold of 170 mV was required for the sin-tilliator signal to send a trigger signal (see Fig. 3.15). Moving beta sourealong the MSGC plane in a perpendiular diretion to the strips, 80000 trig-gers were registered at eah position (∼ 70 strips bin) for one detetor and50000 for the other. The Fig. 3.11 shows the aspet of labView programused, with a typial pulse height sum distribution along the detetor strips(wiremap).
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Figure 3.14: Experimental setup in Santiago laboratory. Ru106 soure ishidden under MSGC studied plane. INa(Tl) sintilliator is seen at front.
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76 3.6. Uniformity of gain3.6.2 PedestalsPedestals are de�ned as the harateristi voltage of eah hannel, onsid-ering the whole eletroni hain, in absene of harge over the detetor.During DIRAC data taking periods, a speially designed trigger is used toollet 1000 events to evaluate pedestals. Pedestal triggers may be in o-inidene with proton spills rossing the detetor, as proton beam is notinterrupted. The value of pedestal is the average of the 1000 events, withaddition of the root mean square, in order to detet broken strips or noisyAPC hannels. Calulated values are written to memory at the beggining ofeah run, and substrated by VME modules making use of the Fifo memories.

Figure 3.16: Obtained pedestals as seen in DIRAC monitoring system. Dot-ted line orresponds to mean value of pedestals for eah hannel, and on-tinuous line takes into aount the orresponding rms.



Chapter 3. Mirostrips Gas Detetors in DIRAC 77Pedestal subtration is applied in the study of multipliation gain, sub-trating signal in the hannels from harge olleted in absene of betasoure. A hundred of events without beta radiation are written to VMEmemories with this purpose.3.6.3 ResultsA gaussian �t is performed to the added wiremap for eah position of thebeta soure. The losest strip to the mean value of the �t is used as estimatorof the beta soure entral position.The interest resides only in partiles rossing the detetor with anglesloser to 90◦ with the detetor planes, rejeting inlined traks. We applya ut over the entral strip equivalent to ∼ 2.2 cm, ative diameter of thebeta soure (29 mirostrips). Coming from the enter of the beta soure,traks with angles > 5◦ are rejeted, dereasing the mean value of the lustermultipliity distribution, as seen in Fig. 3.17 (d). Inlined traks would addbigger tails to landau pulse height distributions, sine rossing detetor thepartile produes low signal in a row of several strips, and so produinglusters with low strip multipliity and low values of the olleted harge.Pulse height sum distribution is used to evaluate relative di�erenes inthe gain along the detetor, in ADC ounts. A study of absolute gain wouldrequire a dediated alibration of eletroni hain with a known signal of mo-moenergeti soure (like X-ray), to extrat relationship between the olletedharge in the anodes and the orresponding ADC ounts, and so knowledgeof the number of eletrons produed in the avalanhe.The pulse height sum distribution after the uts, see Fig. 3.17 (b), is�tted to a landau-like funtion for eah soure position [57℄. Most probablevalues obtained from the �t serve us for evaluation of the gain uniformityalong the ative area of the MSGC planes. The Fig. 3.18 displays obtaindedresults in ADC ounts in funtion of the beta soure position (in strip num-ber) for the two detetors. Top di�erenes do not reah 10% over the meanvalues, orresponding to dead-strips regions. The rms of the distribution is1.8 ADC ounts with mean value of 24.8 for the �rst detetor and 1.7 and22.2 values for the seond one.
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Chapter 4Traking system for upstreamdetetorsThis hapter desribes method that was developed in DIRAC to perform trakreonstrution, using all available information from the spetrometer. In thefollowing hapters it will be shown how Monte Carlo simulation has learlyindiated the goodness of the method for desribing atom and bakgroundpairs, ahieving the best resolution in QX and QY .Beause resolution in ~Q omponents is ultimately limited by multiplesattering in the target foil and detetor materials, speial e�ort has beendevoted to a preise mathematial desription of orrelations between oordi-nates measured by di�erent detetor layers, and to event-by-event ovarianematrix alulation.The results obtained allow idential resolution for prompt and aidentalpairs in the analysis. The performane heks presented in this hapter onlyuse real data from the spetrometer.4.1 IntrodutionThe method desribed here is present in the standard ARIANE pakage. ARI-ANE program [68℄ is the DIRAC reonstrution software, written in Fortran7781



82 4.2. Pattern reognitionprogramming language1. The reonstrution method based upon upstreamtraking was already desribed oneptually in oinidene with the �rst op-erational version of the software [36℄. Several upgrades have been addedsine them in the handling of multiple sattering, real stereo angles, andother setup parameters.The method ounts with a �rst stage of pattern reognition of partiletraks using 10 detetors2 upstream the magnet, followed by the mathingof upstream traks with drift hamber traks to determine the �rst orderorretion to pion momentum. Reonstrution of the longitudinal and trans-verse omponents of ~Q in the enter-of-mass frame, as well as their preisionerrors, is �nally ahieved.Apart from the very signi�ant improvement in resolution o�ered, themethod has the additional advantage that the opious bakground hits presentin upstream detetors, due to the high beam intensity, an be unambiguouslyredued by seletion of only those that show a well de�ned probability to be-long to a partile trak. Moreover, the redundany of partile trakers beforethe magnet allows to irumvent possible systemati e�ets in detetor re-sponse3, that might be extremely di�ult to simulate by Monte Carlo.4.2 Pattern reognitionA program has been developed to perform standalone pattern reognition ofstereo upstream traks pointing to the beam intersetion with the target.The alibrated mean entral position of the beam at the target plane is usedin this proedure (althought insigni�ant with Monte Carlo, a great e�orthas been devoted for this alibration).The essential ingredient is the use of the stereo angles XP (+5◦) and YP(-5◦) of MSGC, and of the U-plane (45◦) of SFD, only available from 2002onwards. A seond feature is the utilisation of the time markers provided bythe TDC hannels of SFD. This is a key task due to the intrinsi bandwidth1more than 125000 ode lines211 detetors from 2002 data due to the presene of new SFD-U plane.3suh as the PSC response in SFD detetor.



Chapter 4. Traking system for upstream detetors 83limitation of MSGC eletronis, whih reords all hits in a 250 ns time win-dow. The time tag for eah trak will be mathed later with that providedby the TOF ounters, assoiated with DC traks.The pattern reognition has two steps:
• identi�ation of X and Y segments (hit pairs) in eah projetionseparately, pointing to the estimated beam intersetion with the target.Single hits are also aepted (slope de�ned by the interation point)
• assoiation of X and Y segments to form a stereo trak, when aorresponding hit is found in the extrapolation to one of the tiltedplanes XP, YP (or U).In order to minimise noise ontributions while keeping e�ieny lose tomaximum, a momentum-dependent spae searh window of 3σ in partileextrapolation (interpolation) from detetor to detetor is applied at eahombination tried.The alulation of the searh window reeives ontributions from twosoures in quadrature: multiple sattering and angle subtended by the beamspot at detetor i. For i < j, the former is determined by the expression:

∆r2
MS = VMS(i, i)

(

zi+1 − zi

zi − zT

)2

+ |VMS(j, j) − VMS(i, i)| (4.1)where VMS(i, i) are the diagonal elements of the matter omponent ofovariane matrix de�ned in next setion, and zT is the Z-oordinate of thetarget.In order to de�ne a trak, a minimum of 4 hits is required among the 6detetors (7 detetors, from 2002 onwards). Alternatively, upstream traksare built when they have at least two hits in eah projetion, among the sets(X, XP, SFD-X) and (Y, YP, SFD-Y)In Fig. 4.1 we show the distribution of the number of traks found perevent by the pattern reognition, as well as the hit multipliity per trak.
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A =











x0

x′

y0

y′











(4.2)The χ2 and �t probability for A is also determined,as well as the 4×4 o-



Chapter 4. Traking system for upstream detetors 85variane matrix, whih, due to the relatively small pion momenta, takes intoaount Coulomb multiple sattering, inluding detetor-to-detetor orrela-tions.A partile momentum based upon the nominal beam position is used ata �rst iteration, whih is later improved in suessive re-�ts. Full preision isahieved when partile momentum is re-determined after mathing with DCtraks.The proedure we shall desribe is implemented in general form, in orderto ope with i = 1, N detetors loated at Z-oordinates zi and measuringat arbitrary stereo angles θi. This geometrial information for upstreamdetetors is enoded by the matrix:
H =















cos θ1 z1 cos θ1 sin θ1 z1 sin θ1
cos θ2 z2 cos θ2 sin θ2 z2 sin θ2

· · · ·
· · · ·

cos θN zN cos θN sin θN zN sin θN















(4.3)The N measurements ti for i = 1, N are stored in the vertial array T inloal oordinates of the orresponding detetor. The χ2 to be minimised isthen given by the expression:
χ2 = (T −HA)T (Vdet + VMS)−1(T −HA) (4.4)where V = Vdet + VMS is the N ×N detetor ovariane matrix. Vdet isthe diagonal matrix whih desribes intrinsi detetor resolutions squared ineah detetor plane:

Vdet = diag
(

σ2
1, σ

2
2, . . . , σ

2
N

) (4.5)We assume N thin detetors i = 1, N (4 MSGC + 2 SFD) numberedin asending order from the interation point, M1 thin dummy layers beforedetetor 1 (it allows for target layers and membranes) and M2 layers loatedafter detetor N (allows for IH detetors). The total number of satterers istherefore M = N +M1 +M2. The VMS matrix enodes the information ofthe matter distribution seen by the partile whih is observed by detetors i



86 4.3. Trak Fittingand j, and has traversed material thiknesses sk of average radiation length
X0k eah, loated at oordinates zk. For i ≤ j it is given by:

VMS(i, j) =

i−1
∑

k=1−M1

θ2
0k(zi − zk)(zj − zk) cos(θi − θj) (4.6)The sum extends over all material planes k seen by the partile fromthe interation point up to the preeeding plane to detetor i. The averagemultiple sattering angle θ0k in eah layer depends on the partile momentum

p (and veloity β) aording to the expression:
θ0k =

13.6MeV

pβc

√

sk

X0k

[

1 + 0.038 ln

(

sk

X0k

)] (4.7)This matrix is symmetrised by onstrution: VMS(j, i) = VMS(i, j) ∀ i ≤
j. The relative orientation θi − θj between detetor planes i, j determinesproper orrelation between their respetive measurements.Note that, whereas VMS is de�ned only for (ative) detetors i, j, thesum in (4.6) runs over all material planes k present in the setup, inludingin partiular the target and vauum hamber membrane thiknesses.The minimum χ2 �t A is obtained4 by matrix inversion :

A =
(

HT (Vdet + VMS)−1H
)−1 (

HT (Vdet + VMS)−1T
) (4.8)where V (A) =

(

HT (Vdet + VMS)−1H
)−1 is the 4 × 4 ovariane matrixfor the measurement of A.It is to be noted that whereas unhit detetors i (aording to individualdetetor e�ienies) do not ontribute diretly to the alulation of χ2 theydo ontribute to the orrelation matrix of the ative ones.The previous �t is intended to provide the best measurement of the parti-le trajetory at the proton interation point with the target. However, max-imum resolution in the momentum determination requires the measurementbe optimised at the magnet entrane, when used as input for the transfer4Calulations are performed in double preision using standard CERNLIB routines formatrix manipulation.



Chapter 4. Traking system for upstream detetors 87funtion of the DIRAC dipole magnet. For this purpose, a alulation ṼMSfor i ≤ j is performed in the following way:
ṼMS(i, j) =

M+M2
∑

k=j+1

θ2
0k(zi − zk)(zj − zk) cos(θi − θj) (4.9)where k now runs over material planes loated after detetor j. Asompared to VMS , the matrix ṼMS atually desribes the partile propagationover the M layers in reverse order, as if it propagated bakwards in time.The probability trak distribution from the desribed method is shown at thetop part of �gure 4.2.4.4 Mathing with Drift Chamber TraksFor every opposite-harge pair, eah trak reonstruted in drift hambersis extrapolated bakwards by means of the transfer funtion of the DIRACdipole magnet, using a �rst order momentum hypothesis based upon thealibrated X-oordinate of the beam. The extrapolated oordinates (xdc

1 , y
dc
1 )and (xdc

2 , y
dc
2 ) obtained at a given referene plane (hosen to be SFD-Xdetetor) are then ompared with those extrapolated forward for every pairof upstream traks (xup

1 , y
up
1 ) and (xup

2 , y
up
2 ). A minimum χ2 test is used toselet the pair of upstream traks whih provides best mathing , aordingto the expression:

χ2 =

(

xup
1 − xdc

1

∆x1

)2

+

(

yup
1 − ydc

1

∆y1

)2

+

(

xup
2 − xdc

2

∆x2

)2

+

(

yup
2 − ydc

2

∆y2

)2(4.10)The values used for ∆xi and ∆yi are funtions of momentum, given byparametrisations of the form A+B/p, determined by �tting the dependeneof the sigma values (gaussian �t) of the observed distanes between DC andupstream traks, for X and Y , and for the two downstream arms of thespetrometer separately.Time uts are applied for eah trak assoiation prior to the χ2 test,in order to ensure onsistent time between orresponding upstream (tup),
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Chapter 4. Traking system for upstream detetors 89orrespondane with upstream detetors, is illustrated in Fig. 4.5 both forsingle traks and for trak pairs.Cases in whih the pair of DC traks an only be assoiated with asingle (unresolved) upstream trak, su�iently lose to both, are retainedby the mathing proedure. A double ionization test will be applied to thetrak, based upon the observed pulses in Ionization Hodosope layers andthe time uts are relaxed, in order to make aeptane for unresolved realand aidental pairs as lose as possible.4.5 Beam onstraint and vertex �tOne the trak originally found by the pattern-reognition has been mathedwith a DC trak and the magnitude of its momentum is improved with respetto the �rst-order approximation, its harge sign will be determined.Knowledge of momentum allows a better desription of multiple satter-ing in the ovariane matrix, so a new trak �t is performed. In addition, ageneral proedure is implemented to re-assign the original hits that belongto the trak. Individual hits found to be more than 3σ away from the trakare dropped, and trak parameters are re-de�ned.Trak �tting based only upon measuring detetors provides in generala su�ient level of preision. However in those ases in whih the trakis left with only 4 hits, the �t has no degrees of freedom, and it beomesmore vulnerable to noise hits. Here again we are going to take advantageof the e�ort devoted to alignment and alibration whih allows an auratedetermination of the beam intersetion at the Z target oordinate. Twoonstraints are then introdued at the pattern-reognition level, requiringthe enter of the beam intersetion with the target (X and Y oordinates) tolie on the partile trajetory, within a given probability ut. Mathematially,this is ahieved by extending the detetor ovariane matrix dimension bytwo units. A tolerane at 1σ level is spei�ed, orresponding to the observedbeam spot size projetions.When individual traks are subjet to the beam-onstrained �t, the targetradiation length needs to be taken into aount, in addition to the estimated
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Chapter 4. Traking system for upstream detetors 93tain the distributions shown in the right part of Fig. 4.6. This presriptionensures equally preise error handling for real and aidental pairs, in thedetermination of QX ,QY and QL.
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Figure 4.6: The top (bottom) histogram shows the distribution of measuredvalues of x1 − x2 (y1 − y2) divided by its error, where x1 and x2 (y) are theX (Y)-oordinates of the positive and negative trak intersetions with thetarget plane. Prompt pairs are seleted in the left histograms and aidentalpairs in the right ones. The error was determined event-by-event by thebeam-onstrained �t.The beamsize dimensions that provide optimal desription of the errors1.0 mm and 1.7 mm in the X and Y projetions (onsistent with reported in[37℄) , respetively. More diret evidene for the observed di�erene betweenreal and aidental pairs an be obtained by omparing the measured sigmavalues of x1 − x2 (y1 − y2) They signi�antly di�er by 6.5% (10.5%).



94 4.6. Double ionization in IH from low angle pairs4.6 Double ionization in IH from low anglepairsStraight-line traks reonstruted in the upstream detetors are extrapolatedto the IH in order to determine the slab numbers interseted by the parti-le at eah detetor plane. Pulse-height (ADC) and TDC information areinorporated to the trak, after appliation of various orretions followingreferene [29℄, some of whih depend upon the longitudinal oordinate alongthe ounters.Speial attention is devoted at this point to single unresolved traks thatan be mathed to two DC traks. It is neesary to look for a doubleionization signal in IH detetor in order to establish or not their two-partilenature. We say there is double ionization in one trak when at least one ofthe two interseted slabs of IH shows alibrated pulse above threshold (∼150ounts), in a given projetion (X or Y). Null pulses are exluded from thetest.When both traks share the same SFD hit, additional MSGC signals loseto the trak are searhed for, and inorporated to either one of the two traks.Wide MSGC lusters (strip multipliity larger than 3) that are found in thisproedure, are subsequently broken into two, before they get assoiated tothe traks. Double ionization is required for this lose-pair on�guration,before it is aepted.The algorithm applied onsists of exluding the maximum and the mini-mum pulses among those found in IH layers, and then require A > Acut with
A being the average of the remaining ones. The ut value Acut is optimisedaording to the �tted urves obtained for single and double trak interse-tions on individual ounters. It is remarkable that pratially no bakgroundfrom single ionization is observed, when two-trak rossings are required onindividual slabs, as it an be seen in the right-side peak of Fig. 2.6 (hapter2). The above analysis for lose-angle pairs still allows that unbroken MSGClusters are shared by both traks. In this ase, lusters are split into two,under the assumption that they were produed by two partiles. Splitting



Chapter 4. Traking system for upstream detetors 95takes plae then by means of a simple algorithm that takes the RMS ofthe strip-pulse distribution as most likely distane. In the ase of one-striplusters, it is neessary to add two small pulses at adjaent mirostrips, inorder to ompensate partially for the e�et of pedestal substration.



96 4.6. Double ionization in IH from low angle pairs



Chapter 5Upstream alignment andMSGC/GEM e�ieniesHigh preision in relative pion momentum omponents in the two-partileenter-or-mass frame (QL, QX , QY ) an only be ahieved after proper align-ment between detetor elements of the upstream detetors, the beam, andthe drift hambers. In partiular, a good desription of trak probabilities,multiple sattering orrelations, and intrinsi detetor resolutions requiresthis as a �rst step.The detetor alignment proedures are desribed in this hapter, togetherwith an estimation of the operation e�ienies for the 4 MSGC/GEM planespresent in the 2001 year.5.1 AlignmentFirst a rigurous iterative method of alignment of upstream detetors andbeam position is performed. The alignment program an be arried outalmost entirely using properly seleted upstream traks. For the preisemeasurement of transverse and longitudinal omponents of pions relativemomentum in the enter-of-mass system the alignment is performed as run-dependent. DIRAC standard experimental �les (runs) orrespond to 8 hoursperiods of data olletion. Geometry �les used by ARIANE reonstrution97



98 5.1. Alignmentode allows to hange detetor on�guration from run to run. Missalignmentdue to night-day temperature e�ets, or hanges produed by interventionsin the spetrometer are orreted with the parameters spei�ed in geometry�les. As a �rst step it is performed the alignment of MSGC/GEM with SFD,and upstream detetors are used together as a blok for geometrial orre-spondene with DC positions in order to assure a high mathing e�ieny.The following parameters have been determined as output of the alibra-tion proedure:
• 6 o�sets of individual detetor planes (for 2001) in the diretion per-pendiular to the orresponding strips or �bres (position of the �rststrip).
• 6 Euler rotations of eah detetor plane about the Z-axis (preisiontunning of the θi angles).
• o�sets and overall Euler rotations about the Z and Y axis of uptreamdetetors as a whole with respet to positive and negative arm of drifthambers.
• mean position in X and Y of the beam enter, with respet to theupstream detetors.5.1.1 Upstream detetorsA preise alignment of upstream detetors is required for a orret behaviourof trak reognition proedure, as well as for the MSGC/GEM bakgroundrejetion with TDC information from SFD hits.In order to obtain the spatial residual distributions for the 6 studiedplanes, the same sample of 2001 data as for lifetime analysis is used, seletingtraks aording to the following riteria:
• Traks formed by 6 upstream hits (4 MSGC/GEM + 2 SFD).
• Trak probability greater than 5% in the straight line �tting.
• Prompt time orrelated pairs.
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• Events mathed with DC traks after the magnet.In order to evaluate the upstream detetors parameters (o�sets and Eu-ler angles) we base on the non-orrelated residuals of eah MSGC/GEM andSFD plane. Residuals are alulated as the di�erene between trak ex-trapolation to the desired plane and the oordinate of losest registered hit.Althought in data seletion and trak reognition all available information isused, a non-orrelated residual distribution is determined by dropping indi-vidual detetor hits from the trak �tting, avoiding biases from the studieddetetor information. This is shematized in Fig. 5.1.
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Figure 5.1: Exluding assoiated hit of urrent studied detetor, a non or-related residual is obtained (right).



100 5.1. AlignmentResiduals distributions alulated with the desribed method for MSGCand SFD, are �tted with a gaussian distribution, and mean value is used asestimator of the o�set position for the detetor with respet to the upstreamblok.With standard geometry �les from DIRAC ollaboration, o�sets obtainedfor the 6 upstream planes in funtion of the run number for 2001 data ispresented in Fig. 5.2. Taking into aount the status of initial alignment,Ni-2001 data was divided in 6 main segments (A-E). We found in some asesoinidene with interventions in the experimental area between segments:
• A segment. Runs from 3447 to 3491.
• B segment. Runs from 3493 to 3913. After this run an IH interventionwas performed.
• C segment. Runs from 3914 to 4072. Data taking stop after 4072 runfor the installation of two new targets (Nikel and Titanium).
• D segment. Runs from 4075 to 4277.
• E segment. Runs from 4280 to 4301.An iterative proedure is then de�ned to orret geometry �les for the sixsegments. Alignment is onsidered �nished when o�sets are under 10 µmfor MSGC/GEM and 50 µm for SFD. After alignment jobs, harateristiresidual distributions (for segment D) are displayed in Fig. 5.3, meanwhileo�sets are plotted in Fig. 5.4 again for omparison purpose.For Euler angles, dependene of mean �tted value of the residuals withorthogonal oordinate to the strips (or �bre) orientation is alulated. Theslope of the �tted straight line to this dependeny gives us, in radians, theangle between the strips of the plane and its desired orientation. The samesegments with iterative method again are orreted for this angle by meansof the geometry �les.
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MSGC-X offset(microns) vs. Run number
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Figure 5.2: Original residual o�sets for upstream planes in 2001. O�sets arein µm displayed in funtion of the run number.



102 5.1. Alignment
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MSGC-X offset(microns) vs. Run number
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Figure 5.4: O�set residuals for 2001 data period after alignment.



104 5.1. Alignment5.1.2 Alignment with downstream detetorsConsidering upstream part of spetrometer as a blok, alignment of its globalposition relative to DC hambers is done, in order to improve mathinge�ieny between upstream and downstream reonstruted traks.In addition to the previous seletion riteria, events are required to haveonly one reonstruted trak for eah DC arm.The omparison of traks extrapolations from two sides of magnet asshown in the previous hapter (see Fig. 4.3) is �tted with a gaussian distri-bution to extrat the o�set estimation, whih will be again the mean positionof the �t. This o�set is inluded at the mathing stage in the ARIANE reon-strution ode. Upstream extrapolation to the mathing plane is orretedbefore performing the χ2 test (see equation 4.10).
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Figure 5.5: Measured o�set in X-oordinate between drift hamber and up-stream traks at the mathing plane, as funtion of Y-oordinate. Observedslope and interept are indiated.Relative angle rotation between the two spetrometer parts are inludedin the alibration. As illustration we show in Fig. 5.5 the measured o�setin X-oordinate between the drift hamber and the upstream traks at the



Chapter 5. Upstream alignment and MSGC/GEM e�ienies 105mathing plane, as funtion of Y-oordinate. The observed slope of 4.2mrad, determines an overall Euler rotation about the Z-axis between theupstream detetors and the average of positive and negative arms.To ensure that the QL distribution are aurately simmetri and enteredat zero, another alignment proedure is developed in lab-frame momentumintervals. It is based on the orretion of the �rst-order trak momentumapproximation from DC measurement, performed when mathing with up-stream traks. Results obtained are reported in hapter 8, setion 2.5.1.3 Beam positionCoordinates of proton beam intersetion with the target plane, plays an im-portant role in the hit identi�ation for traks during the pattern reognitionproedure allowing a rigurous probability ut for the traks, and to get agood desription of lab-frame momenta of partiles.The beam spot oordinates are obtained for eah run by making a gaus-sian �t to the unonstrained intersetion of �tted traks with the targetplane.In �gures 5.6 and 5.7 the X and Y oordinates of this instersetion aredisplayed. They are shown in funtion of the run number, and a beamspotposition estimation using only DC information is displayed for omparison.5.2 MSGC/GEM e�ieniesThe knowledge of the detetion e�ieny of MSGC/GEM planes under ex-perimental data olletion onditions is stritly needed for a good MonteCarlo simulation of MSGCs response (whih will be desribed in the nexthapter), and allows a better knowledge of detetor features.Cluster multipliities distribution of �gures 6.4 and 6.5 in the next hap-ter, an only be well reprodued in the �rst bins (rate between 0 and 1luster bins) by Monte Carlo simulation with detailed knowledge of planese�ieny. The same stands for the desription of two-trak ine�ieny ofupstream part, desribed in detail in setion 6.2.1.
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• Laboratory frame momentum of traks is required to be p+,− > 2.75GeV/cin order to selet events with low dispersion angle due to multiple sat-tering in the detetors.
• To evaluate e�ieny of X-oordinated detetors (MSGC-X, MSGC-XP and SFD-X), events with QX > 1.75 MeV/c are seleted in orderto avoid not resolved lose-lying traks. Values of QY over 1.75 MeV/
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Y-Beam position (cm) vs. Run number
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225 250 275 300 325 350 375 400Figure 5.7: Beam position for Y oordinate obtained with upstream detetors(blue) and drift hambers (red).are required for the measurement of Y detetors (MSGC-Y, MSGC-YPand SFD-Y).
• Traks with at least 5 hits (independently of the urrently studiedplane) are used. For eah plane, well-de�ned traks are formed by hitsin the other 5 upstream detetors.E�ieny of plane i is de�ned as

ǫi =
N5+1

N∗
5

(5.1)



108 5.2. MSGC/GEM e�ienieswith
N5+1 = Number of seleted traks with 6 upstream hits
N∗

5 = Number of traks with avobe seletion riteriaThis is basially the ratio of seleted traks where the plane under eval-uation has been e�ient. For Ni-2001 data, obtained e�ienies displayedin table 5.1.Table 5.1: Overall e�ieny values as de�ned in the text obtained forMSGC/GEM planes present at Ni-2001 period.Plane E�ienyMSGC-X 0.893 ± 0.002MSGC-Y 0.910 ± 0.002MSGC-XP 0.906 ± 0.002MSGC-YP 0.823 ± 0.002Alternative alulation with the same sample of seleted traks was madeusing the desribed non-orrelated residuals. The gaussian �t to the residualdistributions was used to de�ne a 3σ window around the mean value oor-dinate for eah detetor. E�ieny was then de�ned as the ratio of eventswith a residual value inside the window. The e�ienies obtained with thismethod did not di�er from the presented in table 5.1.



Chapter 6Evaluation of ~Q resolutionwith Monte CarloApart from olleting time orrelated pairs (prompt events), the DAQ systemalso olleted a relatively large fration (∼ 60%) of aidental pairs, whihwill be used in the analysis. In addition to this samples, and in order toextrat the pionium lifetime from the ~Q spetra, a Monte Carlo simulationof the di�erent types of pion pairs olleted by the spetrometer has beendeveloped. We are going to use it �rst for evaluating the ~Q resolution of thereonstrution method.6.1 DIRAC Monte CarloFor the analysis of pionium lifetime, in order to ahieve the most aurateextrapolation of Coulomb interation down to very small values of Q, wehave hosen Monte Carlo simulation as the simplest analysis proedure.Even with the exellent time-of-�ight resolution of the spetrometer, anon-Coulomb bakground remains in prompt-pair event seletion. It onsistsof aidental pairs and also pion pairs from long-lifetime deays, whih wewill all non-Coulomb orrelated pairs.All the omponents of Q spetrum present in the prompt peak of timeoinidene are reated by spei� generators and passed through the Monte109



110 6.1. DIRAC Monte CarloCarlo Pakage GEANT adapted to DIRAC experiment [58℄. Together withthis generators, a simulation of atom pairs form pionium breakup, and speialaidental pairs with time oinidene in the TOF detetors are reated. Thedigitization of the detetors and the simulation of the bakground noise ismade by ARIANE program just before the Monte Carlo reonstrution takesplae.A onatenated-sript system has been developed to handle the MonteCarlo generation and reonstrution. It has been implemented over the queuesystem of the SVGD [59℄ luster of CESGA1, allowing to send an (almost)in�nite number of generation or reonstrution jobs using only one ommandline, handling more than 80 proessors and 2 Tb of data.In this hapter we will make use of this Monte Carlo simulation to eval-uate in detail the resolution of the reonstrution method in the ritialdistributions for the lifetime measurement, QX , QY , QT and QL.6.1.1 Monte Carlo generatorsIt should be understood that the use of Monte Carlo is entirely restritedto the desription of experimental resolution, and by no means it impliesspei� model assumptions about proton-nuleus physis.The input �les for GEANT are produed with a spei� π+π− generator,with di�erent features aording to the orresponding distributions of atomi,Coulomb, non-Coulomb or aidental pairs. GEANT input ontains initialmomentum vetors of the pion pairs as well as oordinates of the produtionpoint. It is needed to speify ~p and ~Q distributions by means of two vetorsin polar oordinates (|~p|, θ, φ) and (| ~Q|, θ′, φ′). In the ase of aidental pairstwo di�erent prodution oordinates were produed, due to their unorrelatedorigin in proton-nuleus ollision.For atoms, the ~Q distribution was parametrized in order to simulatethe breakup ross-setion [65℄. The pionium dissoiation point is generatedaording to the dependene of breakup probability with propagation distaneinside the target, using a GEANT-like step proedure [60℄.1Centro de Superomputaion de Galiia



Chapter 6. Evaluation of ~Q resolution with Monte Carlo 111Meanwhile aidental and non-Coulomb pairs, due to their unorre-lated nature, are de�ned purely by phase spae Q2sin θ.Coulomb interation [61℄ is desribed by the Gamow enhanement oftheir Q-spae wavefuntions, AC(Q)Q2sin θ, with
AC(Q) =

2πMπα/Q

1 − e−2πMπα/Q
(6.1)The input lab-frame pion momentum spetrum p is atually taken fromreal spetrometer data. For this purpose, a de-onvolution of the reon-struted prompt pair spetrum E as funtion of p and θ (angle with respetto the proton beam) is performed, aording to the expression:

G1(p, θ) =
E(p, θ)

ǫ(p, θ)

1

AC(Q)
(6.2)where AC(Q) is the Coulomb fator and the aeptane funtion ǫ isevaluated by Monte Carlo as follows :

ǫ(p, θ) =
R(p, θ)

G0(p, θ)
(6.3)where R is the Monte Carlo reonstruted output for a given generatorinput G0. The proedure was iterated only one, and G1 taken as �nalgenerator input. The aeptane funtion matrix ǫ(p, θ) does not appear todepend signi�antly on G0. Two di�erent G1 funtions were determined,one for prompt events and another for aidental pairs. The latter (obtainedwith AC(Q) = 1), is used for simulation of the aidental pair bakgroundin prompt events. Their orresponding spetra E(p, θ) do di�er signi�antly,mainly due to the proton bakground whih is present in aidental pairs. Infat, this point has been veri�ed following the proedure outlined in referene[67℄ for 2001 data. For atomi and non-Coulomb pairs the same initial ~p vs

θ dependene is used. p and θ input spetras are shown in �gures 6.1 and6.2 for prompt and Aidental pairs respetively.With these distributions as input �les, traking is performed by theGEANT-DIRAC program [58℄ using standard geometry and detetor �les.Pion pairs are propagated through the detetor materials and resulting spa-tial detetor hits and time-of-�ight are written into the output �le. This



112 6.1. DIRAC Monte Carloinformation is in a subsequent step digitized by ARIANE whih desribes thespei� response of eah detetor.
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114 6.1. DIRAC Monte Carlo6.1.2 MSGC/GEM simulationThe detetor hits digitizations are performed by ARIANE program [68℄ whenrunning over Monte Carlo �les (output �les from GEANT) at a lower levelbefore reonstruting them in the same way as real data. Speial are wasdone for simulating the response of MSGC/GEM detetor aording to theexperimental measurements.The proedure for MSGC/GEM luster patterning uses real data inputto desribe orrelations between luster total harge, miro-strip multipliityand di�erential harge. An average of all Ni data spetrometer runs from2001 was used as input for the simulation ode.Monte Carlo simulation takes into aount the following aspets, wherethe MSGC/GEM lusters (or hits) are de�ned as a ontinuous set of stripsabove threshold:1) overal harge olleted by the strips of eah MSGC/GEM plane2) luster strip-multipliity and pulse-height pattern within a luster3) e�ienies of the 4 MSGC/GEM planes4) Number and position of dead strips in the 4 planes along the dataolletion period5) detetor-orrelated hit multipliity6) spae orrelations within the same detetor (pair prodution, showers)7) absene of spae orrelations between di�erent detetors (when triggerpartiles are removed)8) �nally, lusterisation algorithm (the same ARIANE ode as for experi-mental data is used)For the �rst and seond item, all information is enoded from real dataunder the form of dediated input histograms initialised by ARIANE. Foreah hit an individual amount of harge is assigned based in the overall



Chapter 6. Evaluation of ~Q resolution with Monte Carlo 115harge distributions. Figure 6.3 shows mirostrip multipliity (luster size)of MSGC/GEM hits.
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116 6.1. DIRAC Monte Carlohits that atually lie on the path of the extrapolated drift hamber traks.So we de�ne a hit multipliity Nh as the sum of all hits found within a 3σut around the extrapolated oordinates of positive and negative traks toall MSGC/GEM detetors. The same momentum-dependent σ is used hereas for the mathing proedure in ARIANE reonstrution.The observation mentioned in item 7 was demonstrated by showing thatevents with one-sided ativity in X-oordinate did not have orrespondingativity in XP (likewise for Y and YP), when hits from real trigger trakswere removed. Therefore simulation of spae orrelations appeared to beunneessary.Let us take a loser look at the simulation of this MSGC partile bak-ground in the next subsetion.6.1.3 Bakground noise simulationThe soure of MSGC/GEM bakground is real partiles that ross the dete-tor outside the trigger gating time. Pipeline delay was adjusted at installationtime so that maximum pulse-hight is obtained within the experiment triggergate, and it dereases by approximately a fator two at the borders of the250 ns time aeptane.Simulation of out-of-time noise hits in MSGC/GEM detetors is done byreproduing the experimentally observed harateristis of this bakground.When the two π+π− triggering traks (available from the mathing) areremoved, no evidene of spae orrelations between di�erent planes, thusindiating this bakground essentially originates from wide angle traks withrespet to the beam diretion.We should mention that, beause of the non-linear response of the lus-terisation routine, whih ombines nearby partiles together at large partiledensities, the simulation proedure generally requires several iterations toonverge.It is important to note that this simulation is totally onstrained by theobserved hit multipliities. The full 2001 data sample was inluded in ouranalysis, in order to aount for possible run-to-run variations.The �nal results for simulated MSGC/GEM hit multipliities are illus-



Chapter 6. Evaluation of ~Q resolution with Monte Carlo 117trated in Fig. 6.4, where the number of MSGC hits found within a 3σ roadaround drift hamber traks, for eah detetor plane, is ompared for realdata and Monte Carlo simulation. The same distributions in logharitmi saleare plotted too (Fig. 6.5), so the exellent simulation quality an be appre-iated. Not only average values are desribed, but also multipliity shapeis orretly reprodued. Please note that the peak observed in the �rst bin(value=0) of plot orresponding to MSCC-XP is due to the fat that thisplane was not opperational during some 2001 data runs.
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Figure 6.5: Continuous lines represent observed hit multipliity in MSGC X(a) ,Y (b) , XP () and YP (d) detetors for 2001 data runs, as desribed inthe text. Coloured rosses are the Monte Carlo simulations desribed in thetext, for eah detetor.



Chapter 6. Evaluation of ~Q resolution with Monte Carlo 1196.1.4 In�uene of simulation on vertex resolutionWe have analyzed in detail whether MSGC/GEM parameters in ARIANEsimulation might in�uene the results of vertex resolution.Vertex resolution is de�ned as the sigma from a gaussian �t to the dis-tribution of the relative di�erene between the extrapolated oordinates ofthe two traks at the target plane. Only traks with registered hits in allupstream detetors are used for this issue. Histograms were �tted to a gaussfuntion in di�erent slies of p, and sigma values in eah proyetion (σx and
σy) were ompared, using a sensible parametrization a+ b/p.The resolution in determining the vertex of the two reonstruted partilesis diretly related to QT resolution and it was used [62℄ [28℄ to determine theamount of upstream matter for the Monte Carlo used in pionium lifetime,by ahieving a orret desription in θ resolution.Here is analyzed the role that the desribed digitizations play onerningthis item. It is quite lear that with a single-hit resolution of 50 µm thisin�uene is bound to be small as ompared to multiple sattering, given thedetetor geometry.The predition for vertex resolution is shown in Fig. 6.6 under the as-sumption that all luster sizes were equal to one mirostrip and that all wereequal to two mirostrips with standard Monte Carlo. From Fig. 6.3 it is learthat both asumptions are extreme, in relation with the preision of the digi-tization ode. However, the hanges indued are very small, hardly hangingMonte Carlo predition.Noise level is quite strong in both MSGC/GEM and SFD detetors. Be-ause the vertex resolution relies mostly on the MSGC, we have studied thein�uene of hanging the MSGC/GEM bakground onditions on the previ-ous results. We show in Fig. 6.7 the vertex resolution obtained after ± 10%variation of average hit multipliity, as ompared with the observed averagevalues. For referene, we also show the predition for null MSGC/GEM bak-ground. It is lear that signi�ant hanges on noise onditions hardly hangethe result. The extreme hypothesis of null bakground learly illustrates thee�et of noise. At low momentum (where searh windows are larger for mul-tiple sattering), the probability for noise hits to enter the trak is higher,



120 6.1. DIRAC Monte Carlogiven the fat that pattern reognition uses the alibrated beam spot enter.We onlude that a wrong simulation of MSGC/GEM bakground does notsigni�antly the results.
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Figure 6.6: Comparison between vertex resolution obtained after variationof the MSGC/GEM luster size shown in �gure 6.3. The full irles and lineorrespond to the standard digitization, where real multipliity is simulated.Dotted/dashed lines are obtained with all lusters having one/two mirostripsonly.
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Figure 6.7: Comparison between vertex resolution (X-projetion) obtainedafter variation of MSGC/GEM bakground level. Open/full triangles indiate+/- 10% variation of MSGC average hit multipliity, with respet to theobserved (standard) values in �gure 6.4. Open irles show the ase whereMSGC/GEM bakground is totally removed (lines are also shown in all ases,following a �t to a+ b/p parametrisation).In �gure 6.8 we show the vertex resolution obtained with SFD bakgroundremoved, as ompared with the one with nominal parameters. Although thebakground level in SFD is high, its in�uene is negligible (both in X and Y).This is understood, sine noise SFD hits will not be followed by MSGC/GEM



122 6.1. DIRAC Monte Carlohits in front, and the trak will not be reonstruted sine 6 upstream hittraks were seleted in this analysis.
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Figure 6.8: Comparison between vertex resolution in X (top) and Y (bottom)obtained from standard simulation (full irles) and simulation with SFDbakground removed.



Chapter 6. Evaluation of ~Q resolution with Monte Carlo 1236.1.5 Monte Carlo event seletionBu�er �les (whih ontain GEANT-DIRAC output) were reated after gen-erator uts QT < 8 MeV/c and |QL| < 24 MeV/c.During reonstrution a simpli�ed pre-seletion pass is done, whih per-forms the essential funtions of the standard pre-seletion [69℄ used withreal data (wih will be desribed in next hapters). Partiularly a veto onlarge (> 6 MeV/c) QX or QY estimated values, in the presene of SFDbakground is applied.GEANT-DIRAC is used with modi�ed average multiple sattering angleaording to referene [62℄. Average radiation length of upstream detetors,whih orrelates with resolution performane, has been the subjet of vari-ations at the level of 15% with respet to standard GEANT-DIRAC values.For the sake of onreteness, the hoie made in this work orresponds tothe values optimised in [62℄ with real data. Lower values would of oursemean better resolution, in all transverse momentum quantities whih will beevaluated.6.2 ~Q resolution.In this seond part of hapter 6, it is going to be made a omplete evaluationof reonstrution e�ieny and resolution of the traking method in DIRAC.The 10 upstream detetors aount for a sizable amount of radiationlength and the bakground onditions are extremely high in all of them andMonte Carlo simulation is used to evaluate in detail the ritial distributionsfor the lifetime measurement, namely QX , QY , QT and QL. Conditions of2001 spetrometer data were hosen for this analysis.The real advantage of the upstream arm relies on its apability for max-imal redution of detetor bakgrounds and deays. This point is essentialfor determination of pionium lifetime with a high intensity proton beam, be-ause when the atom signal is mapped into the (QT , QL) plane, bakgroundwill be re�eted into unertainty in QT , and therefore into systemati error.Dropping the QT projetion from the analysis would result, on the otherhand, in redued (statistial) preision with respet to the 2D �t desribed



124 6.2. ~Q resolution.in the upoming hapter 8.Speial are is made in the analysis of the rate of pion pairs leading toa very small value of QX,Y due to single-hit ine�ieny of SFD. It an benotied a relatively large enhanement in the reonstruted Coulomb pairs at
QX and QY lose to zero, learly related to the single-hit ine�ieny of SFD,in onjuntion with unability of MSGC's to resolve these pairs. A deliatehallenge to the DIRAC simulation and reonstrution proedure arises fromthe response of PSC eletronis of the �bre detetor when two low-anglepulses arrive in strit time oinidene suppresion of one of the pulses ourswith a signi�ant probability, The distorsion aused by this e�et is largelydiminished when the the trak is measured by MSGC/GEM hits having stereoangles.With experimental knowledge of the average single-hit e�ienies ofMSGC's and SFD's (see [71℄), we are able to alulate the probability that,under ertain onditions, a wide-angle pion pair looses the experimental in-formation neessary to measure the trak separation, due to ombined SFDand MSGC/GEM ine�ieny. We all this probability two-trak ine�ieny
r0. A omparison of the traking results with this alulation, allows to makea preise tune of the reonstrution in order to redue the two-trak ine�-ieny for Coulomb pairs (and therefore the enhanement at QX,Y lose tozero), minimizing soures of trak ine�ieny.During this tunning with Monte Carlo simulation, time uts between SFDand VH were optimized, as well as the following aditional onstraints neededfor traking proedure was introdued:

• In ases where the pair ontains only one hit in X, one hit in XP andtwo hits in SFD-X (likewise in the other projetion), MSGC/GEM hitsare newly searhed for in the viinity of existing ones, that may haveesaped pattern reognition or have been dropped earlier. They arethen assigned to losest trak. This improves the quality of low QXand QY spetra.
• Charge division of ommon mirostrip in double MSGC/GEM lustersis done proportional to pulse-height, rather than by 1/2. It slightlyimproves QX,Y spetrum.
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• In the same way, under spei� trak on�gurations, splitting into twoof MSGC/GEM lusters is done.Attempts were also made to use MSGC/GEM pulse-height information inavailable hits, in order to improve further the spurious ontribution to single-trak pairs by providing appropriate veto, de�ned by the absene of doubleMSGC/GEM pulse. The �ne granularity of the MSGC's would overomethe limitation originated by the 6 mm slab width of IH detetor. However,Landau tails did not allow further improvement.6.2.1 Cross-hek of two-trak ine�ienyIn absene of detetor bakgrounds, the wide-angle (distane larger than 1.5mm) two-trak ine�ieny r0 , multiplied by the integrated Coulomb pairrate (up to the maximum QT values that emerge from the trigger system),gives us the exess number of events that will be erroneously found by thereonstrution at QX and QY lose to zero, beause one trak has beenlost. The presene of bakgrounds an only derease this event rate arti�-ially, and the exat alulation must of ourse be made by Monte Carlo.Independently, the utilisation of IH detetor will also derease this rate (thistime not arti�ially) to the real value rH , after appliation of suitable pulse-hight uts on the extrapolated IH slabs of eah andidate trak, in A and Blayers. Let us reall here that eah trak is required to have at least two hitsin eah projetion (either SFD or MSGC/GEM), and that the pair an bevetoed in absene of single pulses in IH (two traks) or double pulse (singletrak). Here again, the exat alulation of rH an be made by Monte Carlo.The ratio fH = rH/r0 has been determined to be 0.50 ± 0.03.In order to ross-hek the traking performane, we have removed de-tetor bakgrounds from the simulation, and inhibited the appliation of IHuts. In this simple situation, the observed two-trak ine�ieny an beompared with the following alulation:

rth
0 = 2ǫF (1 − ǫF )

(

2ǫ3M(1 − ǫM) + 2ǫ2M(1 − ǫM)2
)+2 ǫ2F ǫM(1 − ǫM)3 + 2ǫ2F ǫ

2
M (1 − ǫM )2 (6.4)



126 6.2. ~Q resolution.where ǫF and ǫM are the single-hit e�ienies of SFD and MSGC/GEM.We obtain from the traking the (measured) value rms
H = fH · rms

0 =

1.71 ± 0.03 %, to be ompared with the alulated value, in terms of pureGaussian e�ienies of MSGC/GEM and SFD, rth
H = fH · rth

0 = 1.28 %.In both ases detetor bakgrounds were removed. We �nd there is aept-able agreement between the two, after heking that the disrepany anbe explained by adjustable trak requirements (beam impat parameter forMSGC-only trak projetions and DC mathing distane, 55%), Molière tailsof multiple sattering at trak pattern reognition (30%), and other raregeometrial e�ets (15%).Therefore, we onsider that the performane of the traking is lose to itsexpeted value. Certainly, the two-trak ine�ieny rms
H an still be reduedby less stringent uts, but then bakground level would be ompromised.Please note that the e�ieny values ǫF and ǫM in the Monte Carlo havebeen determined from the entire experimental data sample in 2001, andare subjet to very little unertainty. Moreover, we know that single-hite�ienies do not depend essentially on trak separation, exept for verysmall distanes (due to the PSC e�et) [71℄.6.2.2 Resolution studyIn order to illustrate the general performane of the traking proedure, aomparison is made between the input enter-of-mass momentum ompo-nents and the reonstruted output. Input is de�ned as the Qi values forGEANT π+π− pairs that emerge from the target foil 2. These are onsid-ered as true values for the reonstrution proedure, and we denote themby Qgen

i (generator pairs). As for the index i is onerned , we will disusshere the quantities QX , QY , |QX |, |QY |, QT =
√

Q2
X +Q2

Y and |QL|, asmost representative. Only the last four are atually measurable by the ex-periment, beause the harge sign beomes random at small opening angles,due to multiple sattering. Nevertheless we also inlude the �rst two, for2tehnially it is ahieved by a GEANT ut at 1.15 m away from the target foilposition, sine the maximun aim of our reonstrution must be desribe the ~Q at thispoint, we an not go bak and disable multiple sattering inside the target.



Chapter 6. Evaluation of ~Q resolution with Monte Carlo 127the sake of illustration of traking properties. In any ase, let us mentionthat the alignment proedures inlude the harge onjugation symmetry as aonstraint, and that the preise determination of pionium lifetime does notrequire any measurement of the harge sign.It is required that the generated event passes the trigger and that the drifthambers produe one positive and one negative trak, with standard χ2 uts.The ensemble of these pairs (N0) is onsidered as the referene normalisation,for overall e�ieny studies. Generi distributions of Qgen
i in N0 will bedenoted byG0 in the following. A subsetN1 ⊂ N0 is de�ned by reonstrutedpairs. For every mathed pair (between downstream and upstream arms)there will be a reonstruted (measured) value Qrec

i and a generator (true)value Qgen
i . In the next setion we analyze the di�erene |Qgen

i | − |Qrec
i |(whih we all resolution), as well as the orrelation between Qgen

i and
Qrec

i , for atom pairs and for Coulomb pairs separately. We will be alling,generially, G1 and R1 the distributions of Qgen
i and Qrec

i , respetively, forpairs that belong to N1.The following results are presented after a ut Qgen
T < 6 MeV/c , wherethe generator value Qgen

T is de�ned past the target foil.6.2.3 Atom pairsIn �gure 6.9 the reonstruted QX distribution (R1) is shown for atom pairs,and it is ompared with generator (true) values G1. The e�ets of statistialbias and e�ieny, on the one hand, and distortion aused by the measure-ment, on the other hand, an be reasonably deoupled by showing the ratios
G1/G0 and R1/G1, separately, whih is done in �gure 6.10 (top).Figures 6.11 and 6.12 show exatly the same histograms as �gures 6.9and 6.10, but applied toQY . Aording to these results, the following generalfeatures of QX,Y reonstrution for atom pairs an be extrated:a) there is a small overall ine�ieny (less than 1%). It is attributedto double-pulse broadning in IH, ine�ieny of SFD and MSGC/GEMdetetors and to multiple sattering tails. The entral region of QXshows a small additional depletion of 2%, whih depends on the atualdouble ionization ut used.



128 6.2. ~Q resolution.b) the measurement of QX,Y reprodues the true spetrum (G1) ratherlosely. There is however a small widening due to the entangled e�etof detetor bakgrounds and detetor ine�ieny (SFD, MSGC ,IH).In fat this explanation takes sense exatly for the slight deep at low
QX values.Correlation between Qgen

X versus Qrec
X is shown in �gure 6.15 (top), foratom pairs. We see that besides the orret same-sign orrelation, there is anorthogonal one due to harge onfusion originated from multiple sattering inthe overall spetrometer. This harge onfusion is irrelevant for the lifetimemeasurement, whih is based upon QT analysis. In addition, we see smallhorizontal and vertial lines. The former is due to atom pairs whih have losta SFD hit due to detetor ine�ieny. The vertial one originates mostlyfrom bakground hits in SFD (apart from a very small omponent due tolarge-angle Coulomb satters) that ause arti�ial opening of the atom pair.In both ases, what is seen in the plot orresponds to the remainder of whatthe MSGC/GEM detetor ould not resolve, due to its own ine�ieny. Alimited number of events has been run to produe this plot, in order toappreiate more learly the proportion of vertial and horizontal lines. Figures6.13 and 6.14 (top) are strutured in the same way as �gures 6.9 and 6.10,but now applied to the transverse momentum QT , for atom pairs. Thegeneral features previously disussed for QX,Y ertainly apply for QT too.The resolution funtion R1/G1 for atom pairs (�gure 6.14, top) now showsa slight depletion at small QT values, with a orresponding enhanement atthe distribution tail. This e�et is essentially due to MSGC/GEM bakgroundhits. Event-by-event resolution for atom pairs, de�ned by |Qgen

i | − |Qrec
i |, isanalyzed in �gure 6.16 (top) for |QX |, |QY |, and QT . It an be desribedby a gaussian �t with some tails, whih are di�erent on the positive andnegative sides. These tails are evaluated as the fration of events measuredwith |∆Qi| > 2 MeV/c, in eah ase. Results, together with the σ valuesfrom the gaussian �t, are given in table 6.1The resolution tails observed in �gure 6.16 are asymmetri in all ases,due to the distint e�et of detetor (SFD and MSGC) bakgrounds (leftside), whih open up the pair, and ine�ieny (right side), with the opposite



Chapter 6. Evaluation of ~Q resolution with Monte Carlo 129trend. The e�et of ine�ieny is more severe for Coulomb pairs than itis for atom pairs, beause of the larger transverse momentum span of theformer.Speial attention has been devoted to the tail of reonstruted QT distri-bution for atom pairs, due to the fat that lifetime analysis will require a ut
QT < 5 MeV/c (maximum allowed by unbiased pre-seletion proedure).The frational integral for QT > 5 MeV/c is given in table 6.2 for reon-struted atoms, together with the fration obtained under the same ut forgenerator values, whih also ontribute to this region due to multiple sat-tering in the target foil. The di�erene between the previous two quantities(indiated in the last olumn of table 6.2) evaluates the fration of lost pairsafter QT > 5 MeV/c ut. Results are also indiated for an interesting 4MeV/ ut.Finally in �gure 6.17 we also show |QL| spetrum and in �gure 6.18 theorresponding ratios and resolution plots for atom pairs, following the sameline as for the previous disussion of other quantities.Table 6.1: Gaussian resolution σ and fration of events where |Qgen

i |−|Qrec
i |is larger than 2 MeV/, for atom pairs. Positive and negative tails are givenseparately.

σ (MeV/) Tail (+) (%) Tail (-) (%)
|QX | 0.10 0.10 2.42
|QY | 0.11 0.09 2.45
QT 0.12 0.08 4.10
QL 0.52 2.66 2.56



130 6.2. ~Q resolution.Table 6.2: Fration of atom pairs reonstruted with two di�erent QT uts,the orresponding fration for the original generator values (after multiplesattering in the target foil), and the di�erene between the two.tail (%) generator (%) loss (%)
Qrec

T > 4 MeV/ 3.73 1.09 2.65
Qrec

T > 5 MeV/ 2.12 0.31 1.80
6.2.4 Coulomb pairsReonstrution of Coulomb pairs reveals su�iently di�erent properties sothat they need be reported separately. Needless to say that the reonstrutionpakage must be exatly the same in both ases. However, the Qi spanis muh wider than for atom pairs, and that implies spei� features thatare presented in �gures 6.9-6.18. We follow exatly the same exposure aspreviously done for atom pairs, and the results are presented at the bottomof eah �gure.Table 6.3: Gaussian resolution σ and fration of events where |Qgen

i |−|Qrec
i |is larger than 2 MeV/, for Coulomb pairs. Positive and negative tails aregiven separately.

σ (MeV/) Tail (+) (%) Tail (-) (%)
|QX | 0.10 1.11 1.13
|QY | 0.11 1.21 1.19
QT 0.12 1.15 1.51
QL 0.52 2.77 2.66If we now review the general properties previously observed for atompairs in QX,Y reonstrution, we see that here too overall ine�ieny does



Chapter 6. Evaluation of ~Q resolution with Monte Carlo 131not exeed 3%. The resolution funtion de�ned by R1/G1 ratio has howevera di�erent shape. A narrow enhanement is observed at small QX,Y , whihis atually the e�et of SFD ine�ieny. As a matter of fat, well separatedtrak pairs will be reonstruted with a very small QX,Y when one of theSFD hits is lost, and the MSGC is not able to reover the pair due to itsown ine�ieny 3. The strong bakground of single-to-double ionization inIH detetor (at the level of 40%), and the fat that most pairs atually rossthe same IH slab (standard reonstrution ut is QT < 5 MeV/), makesthe double ionization ut rather ine�ient to avoid this on�guration. In
QT =

√

Q2
X +Q2

Y spetrum this e�et produes a smooth inrease towards
QT=0.It is interesting to understand how the QX reonstrution performs fordi�erent number of MSGC+SFD hits in eah trak separately. There are 6ategories in total, namely 6-6, 6-5, 6-4, 5-5, 5-4 and 4-4. We show in �gure6.19 the reonstruted QX spetrum in eah ategory, as ompared with theoriginal generator values, in eah ase. Like in the ase of atom pairs, veryshort distanes an be resolved by the MSGC/GEM in all ategories, inluding6-6. However, for the latter a bias exists against very small opening angles,due to the SFD double trak resolution. The exess at zero QX orrespondsto the fake pairs with one SFD hit missing, disussed in previous paragraph.

3note that 2ǫs(1 − ǫs) + (1 − ǫs)
2 = 0.19 for ǫs = 0.90 being the single planeMSGC/GEM e�ieny, and that two planes are required in this ase.



132 6.2. ~Q resolution.
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Figure 6.9: Comparison between generated QX spetrum G1 (red), andreonstruted spetrum R1 (blak) for atom pairs (top), and for Coulombpairs (bottom). See the text for more detail.
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Figure 6.10: Ratios G1/G0 (blak) and R1/G1 (red) for the lines shown in�gure 6.9 for QX of atom pairs (top). Corresponding ratios are also givenfor Coulomb pairs (bottom). See text for more details.
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Figure 6.11: Comparison between generated values G1 (red), and reon-struted (R1) values (blak) of QY for atoms pairs (top), and for Coulombpairs (bottom). See the text for more detail.
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Figure 6.12: Ratios G1/G0 (blak) and R1/G1 (red) for the lines shown in�gure 6.11 for QY of atom pairs (top). Corresponding ratios are also givenfor Coulomb pairs (bottom). See text for more details.
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Figure 6.13: Comparison between generated QT spetrum G1 (red), andreonstruted spetrum R1 (blak) for atom pairs (top), and for Coulonbpairs (bottom). See the text for more detail.



Chapter 6. Evaluation of ~Q resolution with Monte Carlo 137

0

0.25

0.5

0.75

1

1.25

1.5

1.75

2

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
x 10

-2

QT (GeV/c)

ra
tio

0

0.2

0.4

0.6

0.8

1

1.2

1.4

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
x 10

-2

QT (GeV/c)

ra
tio

Figure 6.14: Ratios G1/G0 (blak) and R1/G1 (red) for the lines shown in�gure 6.13 for QT of atom pairs (top). Corresponding ratios are also givenfor Coulomb pairs (bottom).



138 6.2. ~Q resolution.
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Figure 6.15: Correlation between generated and reonstruted QX for atomspairs (top) and Coulomb pairs (bottom).
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Figure 6.16: Resolution de�ned as |Qgen
i | − |Qrec

i | for |QX | (top) , |QY |(enter) and QT (bottom). Atoms pairs are shown at the left, and Coulombpairs at the right hand side.
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Figure 6.17: Comparison between generated |QL| spetrum G1 (red), andreonstruted spetrum R1 (blak) for atom pairs (top), and for Coulombpairs (bottom).
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Figure 6.18: Ratios G1/G0 (blak) and R1/G1 (red) for the lines shown in�gure 6.17 for |QL| of atom pairs (top left). and for Coulomb pairs (bottomleft). Resolution plots for QL are also shown at the right hand side.
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Figure 6.19: QX spetrum of the reonstruted Coulomb pairs shown in�gure 6.9 (bottom) separated into 6 ategories aording to the number ofhits in eah trak, namely : 6-6 , 6-5 , 6-4 , 5-5 , 5-4 , 4-4.
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Figure 6.20: QX spetrum of reonstruted atom pairs shown in �gure 6.9(top) , separated into 6 ategories aording to the number of hits in eahtrak, namely : 6-6, 6-5 , 6-4 , 5-5 , 5-4 , and 4-4.
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Figure 6.21: Reonstruted QX (blak) along with generated G1 spetrum(red) for events with a single SFD hit shared by both traks (top), and forthe remainder (bottom). Left hand side for atom pairs, right for Coulombpairs.
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Figure 6.22: Reonstruted QT spetrum for atom pairs when only SFD hitsare used in the �nal vertex �t (blak). Upstream traking reonstrution isshown as dotted red line, and the true spetrum (G1) is shown as a red line.The spike at zero orresponds to idential SFD hits.



146 6.2. ~Q resolution.6.2.5 ConlusionsThe e�ort made in ahieving an aurate Monte Carlo simulation of upstreamdetetors response and bakground levels using real data has allowed us usto evaluate in detail the traking method for DIRAC in this hapter. Thetraking method provides exellent resolution and performane for indistintreonstrution of atom pairs and Coulomb pairs, and it is well suited for a-urate determination of pionium lifetime. Variation of detetors bakgroundand e�ienies within aeptable limits do not produe essential hanges ofthe performane parameters analyzed.The results an be summarised as follows:
• The traking is e�ient for atoms and Coulomb pairs (maximum 3%overall ine�ieny) and the original QX,Y and QT spetra are wellreonstruted in shape.
• The overall aeptane for pionium pairs and for Coulomb pairs areequal to eah other as funtion of QT .
• The two-trak ine�ieny for wide-angle pairs is small, thus makingexpeted enhanement at very low QX and QY nearly disappear.
• resolution tails in all relevant transverse and longitudinal quantitieshave been determined, and they are all small (largest 3% for Coulomborrelated pairs).
• Pionium signal reonstrution is, on the other hand, less prompt thanthe generator, due to a orresponding inrease of the e�et of detetorbakgrounds. Atom loss at QT < 5 MeV/c ut is however very small(1.80%).



Chapter 7Experimental determinationof momentum resolutionusing Lambda eventsA method to determine the momentum resolution δp of DIRAC spetrometerusing only experimental data is desribed in this hapter. The momentumdependene of δp/p is parametrised with two oe�ients, whih are au-rately determined for Ni 2001 data, using lambda events at low deay angle.As a result, a Monte Carlo simulation is onstruted where resolution inlongitudinal (QL) ompoment of Q exatly mathes the experimental data.7.1 Single trak momentum resolutionIn the DIRAC experiment, the detetion of pionium signal over the bak-ground Coulomb pairs relies diretly on having a su�iently good momentumresolution in the π+π− enter-of-mass frame , both in the longitudinal(QL)and transvers (QT ) omponents. At very low pair opening angle θ, QLdepends entirely on the magnitude of pion momenta (p) in the laboratoryframe. At larger values of θ, an aurate measurement of QT relies on both
θ and p resolution. Therefore resolution in p plays an essential role for atompair detetion. As a onsequene of that, it needs to be known preisely in147



148 7.1. Single trak momentum resolutionorder to perform an aurate onvolution of the Coulomb orrelation fun-tion with experimental resolution , whenever Monte Carlo simulation is usedfor the analysis of pionium signal.Beause of the low Q aeptane of the experiment trigger, we annoteasily use meson resonanes as alibration tools, and the best option hasbeen to setup a simple lambda trigger. This is ahieved by using an extravertial hodosope slab lose to the beam, in order to ath the fast protontrak [22℄. This trigger has a more detailed desription in the next setion.The idea is to use the analysis of lambda mass, at low opening angles,to perform a detailed quantitative assesment of momentum resolution ofindividual harged traks, as funtion of trak momentum. This resolutionan be ompared with the one obtained from π+π− Monte Carlo, in orderto make sure they are in perfet agreement.Lambda mass MΛ is determined exatly from measured deay π− (x)and proton (y) momenta and opening angle θ, as :
M2

Λ = m2
p +m2

π + 2
√

m2
π + x2

√

m2
p + y2 − 2xy cos θ (7.1)By squaring both sides of this equation, one realises it represents a rotatedhyperbola with a physial branh in the positive quadrant of (x, y) plane :

m2
px

2 +m2
πy

2 + x2y2sin2θ − ∆2xycosθ = K2 (7.2)where ∆2 = M2
Λ − m2

p − m2
π and K2 = (∆2/2)

2 − m2
pm

2
π. For eahpositive value of π− momentum x, there are two positive solutions for protonmomentum y.It is easy to show from the previous expressions that, in the low-angleapproximation (θ2/2 ≪ 1), the lambda mass error δMΛ is given by:

MΛ
2(δMΛ)2 = (

x

x0

− y

y0

)
2 (

y2
0(δx)

2 + x2
0(δy)

2) (7.3)where x0 =
√

m2
π + x2 and y0 =

√

m2
p + y2 . δx and δy are the π−and proton momentum errors, respetively. The lowest order �nite angleorretion to this expression arises from a term +x2y2θ2(δθ)2. In order tomake sure that (7.3) is exat to the perent level, a suitable upper ut on
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QT (atually a θ ut) must be done on lambda seletion. E�etively thisis ahieved by QT < 20MeV , as we shall see later. As expeted, formula(7.3) depends only on the magnitude of lab-frame momenta x and y.
7.2 Λ trigger.Let us start with a deeper explanation of the lambda trigger available inDIRAC.The barion Λ is one of the produts that overomes from the interationbetween proton spill and target nuleus. This resonane is part of what weall in DIRAC long lived soures, when we refer to the reation ways of pionaidental pairs. From PDG we get a mass of 1115.683 ± 0.006 MeV/c2[72℄, deaying with ratio 63,9% into

Λ −→ p+ π− (7.4)A diagram of lambda trigger, whih is part of T1 trigger desribed inhapter 2, is displayed in Fig. 7.1, and it an be expressed as:(V H1[17℄ HH1 CH1 PSH1) → p(V H2[1-16℄ HH2 CH2 PSH2) → πThis trigger is very similar to the physis pion trigger in its basi version,but with additional restrition in the use of vertial hodosopes. Only slab17 is used in the positive arm, meanwhile the �rst 16 slabs (of 18) are used inthe negative one. This tries to take advantage of the kinematis of lambdadeays, whih gives a very di�erent horizontal boost for proton and negativepion.



150 7.3. Maximun likelyhood method desription.
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Figure 7.1: Lambda trigger diagram. Di�erent slabs are used in the positiveand negative arm of Vertial Hodosopes due to the kinematis of Λ deay.7.3 Maximun likelyhood method desription.We assume that momentum error δp (for both pion and proton traks) arisesfrom the quadrature of two omponents, aording to expression:
(δp)2 = (Ap)2 + (Bp2)

2 (7.5)the �rst term, proportional to p, reeives ontribution from the aver-age material thiknesses of detetor elements upstream and downstream themagnet. The seond term, proportional to p2, depends on intrinsi trakingdetetor resolutions at both sides of the dipole (drift hambers, MSGC/GEMand SFD). The previous momentum saling arises from the assumption thatmultiple sattering error sales as 1/p, whereas intrinsi detetor resolutionsare assumed to be momentum independent.As explained before, beause of the kinematis of lambda deays, thenegative pion aquires a momentum lower than the average π+π− prompttraks in DIRAC physis triggers, whereas the proton momentum is higherthan this average, as it an be appreiated in Fig. 7.2. This is the idealsituation to perform a momentum analysis of the spetrometer resolution,speially if we use low angle pairs, with topology as lose as possible to that



Chapter 7. Experimental determination of momentum resolution 151of the Coulomb π+π− pairs.The method used is then a maximum likelihood �t to expression (7.3),using a sample of lambda triggers whih ontains not only the signal, butalso the non-resonant bakground, due to trigger noise. The desription ofthe latter by the likelyhood funtion is important if we want to have a preisedetermination of the A and B oe�ients in (7.5).For eah event i, a two-dimensional likelyhood funtion was de�ned as afuntion of lambda mass Mi (under the pπ− hypothesis) and the magnitude
pi of total lab-frame momentum of the pair. It reads as follows:

Li = α
PN(pi)

SN

G(Mi)

SG
+ (1 − α)

PN(pi)

SN

PB(pi,Mi)

SB
(7.6)where PN(p) = 1+a1p+a2p

2 + . . . is an Nth order polynomial in p and
G(M) is a gaussian funtion desribing the resonane:

G(Mi) = exp

(

− (Mi −MΛ)2

2(δMi(A,B))2

) (7.7)where the error δMi(A,B) is given by expression (7.3) evaluated at π−(xi) and proton (yi) momenta of event i. The momentum error δp is givenby (7.5) as funtion of momentum, with idential A and B parameters forboth partile types. The polynomial PB(p,M) desribes a linear mass de-pendene of the bakground: PB(p,M) = 1+b1M+b2p. The orrespondingnormalisation integrals SN ,SG and SB must be alulated for eah parameterhoie, so that the likelyhood funtion is normalised to unity in the domain
(p1, p2) × (M1,M2), where p1,2 are the lower and upper total momentumuts (similarly M1,2 for the invariant mass).The maximum likelyhood parameters are found to minimise the funtion:

− lnL = −
N

∑

i=1

lnLi(A,B,MΛ, α, ak, bl) (7.8)where N stands for the number of lambda triggers seleted for the �t, and
Li is the likelyhood funtion evaluated for event i haraterised by measuredvalues xi,yi,Mi and pi.



152 7.4. Seletion of lambda eventsThe overall likelyhood L for N lambda events signi�antly inreases wheneah measured proton momentum yi is replaed, in expression (7.3) for δMi,by one of the hyperboli solutions of equation (7.2), orresponding to themeasured π− momentum xi. This is equivalent to take advantage of thelambda mass onstraint in momentum saling of δp (7.5), together with thefat that π− momentum has allways the smallest error.A straightforward proedure is to determine �rst the ak and bl oe�ientsof the polynomials, by performing a �t to the bakground only. One theseparameters are �xed, MΛ,α,A and B an be left free in the �nal �t. Allminimisations were performed by MINUIT program [73℄.7.4 Seletion of lambda eventsWe have applied the analysis desribed in the previous setions to the DIRAC2001 Ni target data sample, Lambda triggers are routinely taken at onstantfration of total spill rate during normal physis runs, and they have beensubjet to the standard alibrations for 2001 data periods. Reonstrutionwas done as explained for pion pairs in hapter 4.The upstream trak pattern reognition was run with the standard pa-rameters used for π+π− prompt pair seletion, whih implies that only trakspointing to the beam intersetion with the target plane within 3 σ will bereonstruted, σ being trak resolution in the transvers (XY ) plane. Noattempt has been made to enlarge these pattern reognition windows in thepresent analysis. Admittedly, this auses a bias in lambda seletion whihhas the general trend to enhane the signal at short deay path. We haveprefered this option in order to keep the traking performane as lose aspossible to that with π+π− pairs, whih we want to evaluate.Aditional onstraints for lambda events are required, namely:
• Time di�erene t2− t1 between positive and negative traks in vertialhodosope TDCs is restrited to the interval 0 < t2 − t1 < 1.3 ns.
• A deay vertex is determined by �nding the point of losest approahbetween both traks, and the probability of trak intersetion at that
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• Also a joint trak probability (Pt) is de�ned as the one orrespondingto χ2 = χ2

1 + χ2
2, where χ2

1,2 are the �t χ2 for eah individual trak.
Pt are required to be larger than 1% too.The invariant mass is alulated aording to expression 7.1, taking intoaount the parallax error in θ due to displaed vertex.In Fig. 7.2 we see a satter plot of individual trak momenta (π− andproton) versus reonstruted invariant mass, showing the momentum rangeovered by this analysis. The mass projetion from previous plot is better
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appreiated in Fig. 7.3, from where we extrat an average mass resolutionof 0.395 MeV/2.In Fig. 7.4 seleted lambda events are mapped onto the (QL,QT ) plane.As expeted, they lie on a irular oronna whose width is determined byour mass resolution. It an be appreiated that a ut QT < 20 MeV isenough to ensure that mass resolution is determined by QL resolution only,and therefore relation (7.3) is ful�lled. In Fig. 7.5 we show the lambdamomentum and opening angle distributions.
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Figure 7.4: Longitudinal (QL) versus transvers (QT ) momentum in thelambda enter-of-mass frame, with respet to its diretion of �ight. Lorentztransformation is done under pπ− hypothesis. A mass ut 1114.0 <

Mpπ(MeV/c2) < 1116.5 has been applied.7.5 Results and omparison with Monte Carlo.The maximun likelyhood �t proedure desribed before was applied for Ni2001 data, and table 7.1 gives the output parameters found. Errors aregiven by variation of −lnL by 0.5 units, on positive and negative side ofthe minimum. We an summarise the result by plotting the relative mo-mentum error δp/p as funtion of momentum, aording to the expression
δp/p =

√

A2 + B2p2, with A and B as determined by the �t. This is shownby the red line in Fig. 7.6, where a yellow oloured band represents the
±1σ error variation taken simultaneously in both parameters. The fat that
δp/p is found to be nearly onstant indiates that spetrometer resolution
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2.0+0.3

−0.4 × 10−4GeV −1, but signi�antly away from zero. Introdution of the�nite angle orretion term +x2y2θ2(δθ)2 (see �rst setion of this hapter)with δθ = 5 × 10−4 estimated from Monte Carlo, resulted in a negligiblehange in the previous parameter values and likelyhood funtion.The �t results an be visualised using a weighing proedure aordingto the L funtion at maximum, applied to random values in the domain
(p1, p2) × (M1,M2). This is represented in Fig. 7.7, where the mass spe-trum is shown in four slies of lambda momentum, with a superimposed
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Figure 7.6: Relative momentum error δp/p as funtion of trak momentum.The red ontinuous line represents the parametrisation √

A2 +B2p2 �tted toexperimental lambda data. The yelow band represents ±1σ variation of theparameters. Blue dots indiate resolution of standard π+π− Monte Carlo,aording to input generator information. Purple squares orrespond to aMonte Carlo simulation with upstream sattering angle inreased 15%, andblak dots to Monte Carlo where multiple sattering angle has been inreasedin downstream detetors (10%). Red retangles show the same option asbefore for upstream arm, but 18% multiple saterring inrease downstream.



158 7.5. Results and omparison with Monte Carlo.Table 7.1: Parameters obtained for the maximum likelyhood �t to the ex-perimental lambda sample of 2001, as de�ned in the text. Quoted errorsorrespond to variation of 0.5 units of the likelyhood funtion.A (0.277 ± 0.003) ×10−2B 0.205+0.033
−0.038 ×10−3 GeV −1

MΛ 1115.410 ± 0.005 MeV/c2

α 0.529 ± 0.005
b1 12.8 ± 1.9
b2 -0.047 ± 0.009

a1 -66.014 ± 0.048
a2 36.205 ± 0.007
a3 -7.3399 ± 0.0009
a4 0.65470 ± 0.00002
a5 -0.02176 ± 0.00001oloured line representing the �t results. Note the �t parameters are unique,in partiular the mass, as given by table 7.1. The �t projetion onto the pspetrum is shown in Fig. 7.8. The �t quality appears to be good in bothprojetions.Now we an ompare the previous results with Monte Carlo data [74℄.In Monte Carlo, the original trak momentum pg [65℄ is of ourse known �apriori� from the generator, therefore by performing the ARIANE reonstru-tion we an determine δp/p as funtion of p for individual traks. This isdone by means of a gaussian �t to the distribution of observed di�erenes ofinverse momenta 1/p− 1/pg. There are two possibilities open, as far as thegenerator is onerned:

• to use a lambda prodution Monte Carlo
• a standard π+π− generator with Coulomb orrelated pairsWithin the �rst ase, we still have two di�erent ways to determine mo-mentum resolution, namely:a) to proeed as explained before, using knowledge of original trakmomentum
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Figure 7.9: Relative momentum error δp/p as funtion of trak momentum.The red ontinuous line represents the parametrisation √

A2 +B2p2, with
A and B determined from a maximum likelyhood �t to lambda Monte Carlo.The yellow band represents ±1σ simultaneous variation of the parameters.Blue squares indiate Monte Carlo resolution determined from the gener-ator input information. Purple dots indiate resolution of standard π+π−Coulomb pairs Monte Carlo.



162 7.6. Conlusionslution. The results from π+π− have been overlayed to the lambda deayones in Fig. 7.9 with purple oloured dots. We an see that they are wellompatible, within errors.Needless to say that all of the above omparisons require the MonteCarlo simulations to be performed at exatly the same onditions of materialthiknesses and detetor resolutions, in order to make sense. The standardmaterials �le was used in all ases, with default detetor resolution parame-ters.One the previous ross-heks have been made, we an turn bak tothe main objetive, namely to �nd out whether the momentum resolutionin the π+π− Coulomb orrelated Monte Carlo is orretly desribed or not.In other words, we want to determine aurately what hanges need to bemade to the standard Monte Carlo in order to ahieve a perfet desriptionof momentum resolution, and at the same time of vertex resolution aordingto the disussion made. Only then we an fully trust the Monte Carlo asnormalisation referene for the Coulomb pair bakground, in our searh forpionium breakup signal.In Fig. 7.6 we show again the urve of δp/p determined from the data(red line), along with the resolution obtained from π+π− Monte Carlo forthree di�erent options, namely:a) the standard version with default values of material budget anddetetor resolution parameters (blue).b) An improved version with upstream matter inreased 15% [62℄.) the upstream part as before, but downstream multiple satteringinreased by 10% (blak), with standard drift hamber resolution.7.6 ConlusionsDIRAC spetrometer, by means of its upstream detetor arm, provides apreise and reliable instrument for analysis of pionium breakup signal. Mo-mentum resolution is analyzed in detail using experimental data from 2001run. These results are used to onstrain sensitive parameters of the Monte



Chapter 7. Experimental determination of momentum resolution 163Carlo simulation, like material budget and intrinsi detetor resolutions, fordownstream part. A �nal Monte Carlo simulation is found whih exatlymathes the experimental data. Momentum resolution in DIRAC is foundto be aurately desribed by a parametrisation (δp/p)2 = A2 + B2p2 with
A = 0.277 ± 0.003 % and B = (2.0+0.3

−0.4) × 10−4GeV −1.



164 7.6. Conlusions



Chapter 8Analysis of (QL, QT ) spetrumBelow we are going to desribe the extration of pionium signal and thedetermination of the breakup probability. Events are seleted from avail-able data to take part of the �nal lifetime analysis before applying trakingproedure.A fundamental task is going to be done by aidental pairs, whih willbe used in the analysis to perform trigger aeptane orretions to MonteCarlo QL spetrum.A 2-dimensional �t proedure using the Monte Carlo distributions pre-viously presented is explained, from whih we obtain the number of atomiand Coulomb orrelated pairs. The measured breakup probability is obtainedwith the relation between this two quantities using the onept of K-fator.
8.1 Data seletionThe analysis presented in this study has used the standard pre-seletion pro-edure desribed in referene [69℄, for 2001 Ni target events before applyingthe previously desribed trak reonstrution.165



166 8.1. Data seletion8.1.1 Pre-seleted eventsIn a level-zero proessing, �les of experimental data sample are signi�antlyredued by means of a pre-seletion job. The main features of this work anbe summarized as follows:
• The presene of at least 1 and maximun of 2 traks in the Drift Cham-bers is required.
• For these traks a spatial (momentum dependent) and time windowover their extrapolation to SFD is opened and events with more than1 hit (up to 4) in these windows are seleted.
• In the same way a seletion is made by requiring a spatial and prob-abilisti tolerane over the trak extrapolations (via Kalman �lter) tothe target.
• For eah ouple of DC-traks, events with al least one ombinationthat mathes |Qx| < 6 MeV/c2, |Qy| < 6 MeV/c2 and |QL| <

45 MeV/c2 are kept for further analysis.The uts introdued in this �ltering proedure do not produe any sig-ni�ant bias in the shape of two-pion Coulomb interation spetrum, furtherthan shrinking theQT distribution to the approximate ut ofQT < 6MeV/c.In partiular, they are su�iently general not to introdue bias in upstreamdetetor multipliities.The main use of this pre-seletion items from the strong data redu-tion, whih failitates data proessing through multiple iterations. This is ofourse at the ost of having slightly redued experimental onstraints in thedesription of the QT spetrum of Coulomb interation bakground. As weshall see, the QL spetrum will e�etively provide suh onstraint.8.1.2 Analysis reonstrution riteriaPions are reonstruted aording to the method desribed and evaluated inprevious hapters, using the whole spetrometer apabilities, and partiullarythe 10 upstream detetors available in 2001. Straightline �tting in onjuntion



Chapter 8. Analysis of (QL, QT ) spetrum 167with TDC information from SFD hits allows unambiguous reonstrution ofpion pairs upstream the magnet, mathing with DC traks is performedand double ionization pulse in IH required for non resolved pairs. In order toimprove preision and minimize the e�et of multiple sattering in the break-up probability measurement, only the signals from MSGC/GEM detetor areused in the �nal trak re-�t.For the pionium lifetime analysis an aditional set of onstraints and re-onstrution uts are applied, the same for Monte Carlo as well as for exper-imental data:
• Relative transverse momentum ut is applied: QT < 5 MeV/c and
|QL| < 22 MeV/c. The hosen value is high enough to ontain allpionium signal events below, and low enough to assure the absene ofany bias from pre-seletion uts or from top QT value in the generationof Monte Carlo �les.

• Longitudinal momentum is ut under |QL| < 20 MeV/c. Suh a broadvalue allows to have lever-arm enough to provide an aurate desrip-tion of Coulomb orrelation in the bakground �t. The stability of thesimulation at high |QL| values is assured by the use of experimentalaidentals pairs in the desription of the trigger behaviour.
• Only positive partiles with laboratory momentum p < 4 GeV/c areanalyzed to remove time-orrlated protons (see Fig. 2.14).
• Thanks to the high time resolution of the VH we an easily have anaurate de�nition of pion pairs originated from the same proton in-teration, performing a lean separation with respet to unorrelatedpairs in whih pions are produed at di�erent interations. Prompttime orrelated pairs are seleted within a −0.5 < ∆t < 0.5 ns timedi�erene between the negative and positive arm of VH. For Ai-dental unorrelated pairs time window is [−14, 4] and [11, 14] ns (Fig.8.1)
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• For unresolved traks, double ionization signal in IH is optimized in 10laboratory momentum intervals. Fration of traks with only one SFDhit in the X and Y projetions are used as alibration for both experi-mental and Monte Carlo data. Minimun pulse height value is hosen tobe p-dependent to assure a perfet onordane of unresolved traksfration between Monte Carlo and real data (Fig. 8.2)
• Standard uts for muon bakground rejetion using muon ounters andpre-shower detetor are applied, and PSH pulses have been analyzedto ross-hek and improve Cherenkov veto e�ieny.
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Figure 8.2: Rate of traks with only one SFD hit in X or Y projetion forreal data (blak dots) and Monte Carlo (blak dots) after optimization ofdouble ionization signal in IH. At right-bottom rate of unresolved events inboth projetions is shown.



170 8.2. Use of aidental pairs and detetor alignment for QL spetrum8.2 Use of aidental pairs and detetor align-ment for QL spetrumAidental pairs have been used to alibrate the spetrometer aeptane asfuntion of QL, due to non-uniform trigger e�ieny. The ratio R betweenMonte Carlo simulated non-Coulomb QL spetrum and that obtained fromaidental pairs has been observed to be slightly non uniform. Sine aiden-tal triggers have undergone the same eletronis readout hain as the promptdata, this ratio has been used as a orretion fator to the Monte Carlo, inthe analysis ofQL spetrum. As it will be seen below, this is supported by thefat that the orreted results are in very good agreement with the analytialpredition based on the Sakharov fator for Coulomb pairs. This ratio R hasbeen determined not only globally but also in eah individual momentuminterval that an be read in table 8.1. The orretion has been smoothedby making linear or polynomial �ts in the region |QL| > 10 MeV/c, withresults indiated in �gure 8.3.A preision analysis of QL spetrum further requires alignment of DCoordinates with respet to upstream detetors in the bending (X) proje-tion, separately for positive and negative arms. This is ahieved by ensuringthat the QL distributions are aurately entered at zero in eah momentuminterval. Small shifts are observed with respet to the original alibration,whih was based upon momentum-averaged deviations. As an illustration ofthe quality of the alibrated data, the asymmetry values around zero
A = (F −B)/(F +B) (8.1)are given in table 8.1 at every momentum bin, where
F =

∫ 0

−X

(dσ/dQL)dQL (8.2)and
B =

∫ X

0

(dσ/dQL)dQL (8.3)with X = 2 MeV/c.
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Figure 8.3: Ratio between non-Coulomb Monte Carlo and observed aiden-tal QL spetrum in 10 di�erent intervals of lab-frame momentum p



172 8.3. Analysis of Q-spetrum with 2-dimensional �tTable 8.1: QL asymmetry values around zero within ±2MeV/c, after ali-bration at eah momentum bin.
p interval (GeV/c) asymmetry (error)2.6-3.2 0.0058 ± 0.00663.2-3.8 -0.00005 ± 0.00533.8-4.4 0.0056 ± 0.00574.4-5.0 0.000017 ± 0.00655.0-5.6 -0.0013 ± 0.00765.6-6.2 -0.0043 ± 0.00916.2-6.8 0.0018 ± 0.01196.8-7.4 0. ± 0.01657.4-8.0 -0.0021 ± 0.02308.0-8.6 0.0201 ± 0.03448.3 Analysis of Q-spetrum with 2-dimensional�tThe experimentally measured time-orrelated spetrum (NP) onsists [70℄of pion pairs (labelled AA) from the ionization of pionium, Coulomb orre-lated pions (CC), non-Coulomb pairs from long lived soures (NC), and theextrapolation of the aidental bakground in time oinidene (AC):
NP = α1CC + α2AC + α3NC + γAA (8.4)where α1, α2, α3 and γ are the relative share in the total measuredspetrum.A two-dimensional analysis of π+π− spetrum in the enter-of-massframe has been arried out, hoosing the transverse QT =

√

Q2
X +Q2

Yand longitudinal (from now QL ≡ |QZ |) omponents (with respet to thepair diretion of �ight Z) as independent variables.This analysis has been done independently at ten individual 600MeV/c



Chapter 8. Analysis of (QL, QT ) spetrum 173bins of the laboratory-frame momentum p (magnitude of 3-vetor sum ofpion momenta p1 and p2) , and also globally inluding all values of p in thesame �t. Results will be presented in the next hapter.Irrespetive of the parameter variation strategy, or of the momentumde�nition followed in eah ase, the prompt two-pion spetrum in (QT , QL)plane has been χ2-analyzed by omparison with the outlined input spetra,generated for both 94 µm and 98 µm Ni target thiknesses with the sameratio as experimentally olleted data:
• Monte Carlo desribing the Coulomb �nal-state interation by means ofthe Sakharov-Gamow-Sommerfeld fator, using single pion laboratory-frame momentum from de-onvoluted prompt spetrometer data (seehapter 6). The e�et of the η' and ω large-size resonanes is takeninto aount separately as a small orretion.
• Monte Carlo desribing aidental oinidenes taken by the spe-trometer. It represents the unorrelated non-Coulomb bakground inprompt events. They have a stritly isotropial distribution in theirenter-of-mass frame, being its laboratory momentum spetrum gen-erated aording to that of true aidental pairs taken by the spe-trometer, after de-onvolution of detetor aeptane.
• Monte Carlo desribing Coulomb non-interating π+π−. It simulatesany additional fration of non-Coulomb events where one of the pi-ons originates from deay of long-lifetime resonanes (up to ns sale).Suh events are still deteted as time-orrelated by the preision oin-idene of the spetrometer. In pratie it di�ers from the previous onevery slightly, only from the di�erent lab-frame pion momentum distri-bution. Their lab-frame momentum spetrum (entirely deoupled fromQ-spae) is also taken from spetrometer data.
• Pionium atom Monte Carlo model [65℄, whih is used to �t the ob-served deviation with respet to the ontinuum Coulomb bakgroundspetrum onstruted from the previous input, and to ross-hek thesubstrated signal shape.



174 8.3. Analysis of Q-spetrum with 2-dimensional �tAidental ontamination is extrated, the fration of aidental pairshas been determined experimentally from the time-of-�ight (TOF) spetrumin eah momentum bin and in the whole data sample. It is done by asimple straight line extrapolation of aidentals in the interval [-12,-4℄ ns overthe prompt region. Obtained values are given in table 8.2. The inreasingfration of aidental pairs an be notied from �gure 8.4.
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Figure 8.4: TOF spetrum in funtion of lab frame momentum interval asde�ned in table 8.1. It an be notied how aidental pairs ontaminationin the prompt peak inreases with p.



Chapter 8. Analysis of (QL, QT ) spetrum 175Table 8.2: Fration of aidental pairs determined from TOF spetrum atindividual lab-frame momentum bins with QL < 20MeV/c .
p interval (GeV/c) α22.6-3.2 0.0773 ± 0.00023.2-3.8 0.0876 ± 0.00013.8-4.4 0.1038 ± 0.00014.4-5.0 0.1139 ± 0.00015.0-5.6 0.1203 ± 0.00025.6-6.2 0.1269 ± 0.00026.2-6.8 0.1348 ± 0.00036.8-7.4 0.1440 ± 0.00047.4-8.0 0.1531 ± 0.00088.0-8.6 0.1602 ± 0.0018Overall (2.6-8.6) 0.0975 ± 0.0001The total number of events used from the above samples are denoted by

NCC , NAC , NNC and NAA respetively, whereas Np represents the totalnumber of prompt events in the analysis, under the quoted uts QT <

5MeV/c and QL < 20MeV/c. Index k runs over all (i, j) bins of the
(QT , QL) histograms, and we denote by Nk

CC the number of Coulomb eventsobserved in eah partiular bin (i, j). Similarly for the other input spetra,namely Nk
AC , Nk

NC and Nk
AA. Normalised spetra are used to �t the data,and we denote them by small letters, nk

CC = Nk
CC/NCC and likewise for therest. The ratios xCC = NCC/Np, xAC = NAC/Np, xNC = NNC/Np and

xAA = NAA/Np help to de�ne the statistial errors. The χ2 analysis is basedupon the expression:
χ2 =

∑

k

(

Nk
p − βα1n

k
CC − βα2n

k
AC − βα3n

k
NC − βγnk

AA

)2

β
(

nk
p + nk

CC(
α2

1

xCC

) + nk
AC(

α2
2

xAC

) + nk
NC(

α2
3

xNC

) + nk
AA( γ2

xAA

)
) (8.5)



176 8.4. K-fators and break-up probabilitywhere αi and γ are the respetive Monte Carlo type frations (aord-ing to α1 + α2 + α3 + γ = 1). A ontrol region is de�ned by the ut
QL > 2 MeV/c, where we do not expet deviations with respet to theontinuum Coulomb interation bakground. We all QL < 2 MeV/c theextrapolation region in whih the atom signal is ontained.Subtration of aidental pairs is performed by bloking the α2 parameterto the experimentally observed fration under the prompt peak. Minimisationof the above χ2 over the entire (QT , QL) plane determines the non-Coulombfration α3, and the atom fration γ as free parameters. The β parameter,whih represents the overall Monte Carlo normalisation, is atually deter-mined by the number of prompt events, and it is �xed aording to theexpresion:

β =

∑

QL>2MeV/c np
∑

QL>2MeV/c(α1nCC + α2nAC + α3nNC + γnAA)
(8.6)to ensure that the Monte Carlo normalization equals the number ofprompt in the ontrol region.One the previous �t has onverged, the atom signal is de�ned in eah

(i, j) bin as the di�erene between the prompt spetrum and the Monte Carlowith the pionium omponent (AA) removed. This 2D signal, whih revealsthe exess with respet to the alulated Coulomb interation enhanement,is analyzed in detail in the next hapter, where it is ompared with the MonteCarlo predition for atom prodution. Further χ2 tests are performed bothin the QL > 2 MeV/c (ontrol region, where pionium Monte Carlo does notontribute) and in the QL < 2 MeV/c (extrapolation region) separately.8.4 K-fators and break-up probabilityThe onversion from integrated atom prodution signal to break-up probabil-ity is done by means of the so-alled theoretial K-fator , whih are de�nedas follows. Using generated Monte Carlo we an apply the orretion neededdue to the spetrometer aeptane and reonstrution e�ets, obtaining asa result the experimental K-fator.



Chapter 8. Analysis of (QL, QT ) spetrum 177The break-up probability has been de�ned as the ratio of the number ofbroken up atoms nA over the initially produed number NA of pionium pairs:
PBr =

nA

NA
(8.7)The number of atoms NA produed in a given phase-spae volume isanalytially alulated in quantum mehanis [75℄ and an be related bymeans of the theoretial K-fator to the number NC of produed Coulombpairs [66℄, both observed in the same kinematial region Ω of the (QT , QL)plane:

Kth =
NA

NC

= 8π2Q2
0

∑∞

1
1
n3

∫

AC(Q)d3Q
(8.8)where the integral in the denominator extends over the desired Q-spaevolume. Q0 = αMπ is two times the atom Bohr momentum pB, and n itsprinipal quantum number. For the sphere of radius Q < Qc the followingexpression is obtained:

Kth(Qc) =
NA

NC
=

∑∞

1
1
n3

∫ Qc/2pB

0
kdk

1−exp(−2π/k)

(8.9)For a retangular domain Ω in the (QT , QL) plane, integration of (8.8)in ylindrial oordinates provides the values given in table 8.3.Now we an return to the break-up probability and rede�ne it with thetheroretial K-fator as:
PBr =

nA

NA
=

nA

NCKth(Ω)
(8.10)However the measurement obtained in DIRAC for nA and NC has beenin�uened by several reonstrution biases, namely multiple sattering in thetarget and in the detetor layers, geometrial aeptane of the spetrometer,trigger, and detetor and traking inne�ienies. In fat the in�uene is notthe same for atom than for Coulomb pairs, speially if in the eletion of thedomain Ω we don't hoose QT and QL values high enough to assure that the



178 8.4. K-fators and break-up probabilitywhole atom spetrum is ontained into Ω. The more we redue the domain
Ω �entering� the atom spetrum, the more reonstrution biases di�er foratoms and Coulomb pairs.The break-up probability is then determined as:

PBr =
nA

NCKexp(Ω)
(8.11)with the experimental K-fator de�ned in the following way:

Kexp(Ω) = Kth(Ω)
ǫA(Ω)

ǫC(Ω)
(8.12)where:

ǫA(Ω) =
nrec

A (Ω)

ngen
A (Ω)

and ǫC(Ω) =
nrec

C (Ω)

ngen
C (Ω)de�ne the e�ieny of the reonstrution method as a whole for atomsand Coulomb pairs, respetively, in a given kinematial region Ω. The fators

ǫA and ǫC are determined with high preision using separate Monte Carloinputs, after proessing the full simulation/digitization/reonstrution hain.They are ratios between reonstruted output and generated input. For theNikel 2001 data Kexp has been evaluated using Monte Carlo �les with twodi�erent target thiknesses (94 and 98 µm), in the same proportion as thesample of experimental data that will be used for lifetime analysis.For a given momentum interval, the measured values of PBr should notdepend on the atual domain Ω whih is hosen to perform the measurement,and this partiular point will be studied in the following hapter.The experimental K-fator values do however exhibit a laboratory-framemomentum dependene (due to the terms ǫA and ǫC) whih has been an-alyzed in detail, and it is indiated in table 8.4. These values and its de-pendene have been taken into aount in the determination of break-upprobability.
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Table 8.3: Numerial values of Kth and Kexp as de�ned in the text. Eahraw orresponds to a given retangular ut in (QT , QL) plane , with Qc

T =

5 MeV/c and Qc
L = 20 MeV/c being the referene ut values. Kth valuesare obtained by integration of (8.8) in ylindrial oordinates.
Qcut

L (MeV/c) Ktheo Kexp0.5 0.4372 0.3017 ± 0.00101.0 0.2389 0.2193 ± 0.00051.5 0.1669 0.1618 ± 0.00032.0 0.1300 0.1274 ± 0.0002
Qcut

T (MeV/c) Ktheo Kexp0.5 3.2457 0.8457 ± 0.00831.0 1.2382 0.6681 ± 0.00381.5 0.6995 0.5206 ± 0.00212.0 0.4674 0.4027 ± 0.00132.5 0.3426 0.3137 ± 0.00093.0 0.2660 0.2505 ± 0.00063.5 0.2147 0.2054 ± 0.00054.0 0.1781 0.1720 ± 0.00044.5 0.1509 0.1468 ± 0.00035.0 0.1300 0.1274 ± 0.0002



180 8.4. K-fators and break-up probability

Table 8.4: K-fators determined in 10 intervals of laboratory-frame momen-tum for standard (QT , QL) ut: Qc
T = 5 MeV/c and Qc

L = 20 MeV/c.
p interval (GeV/c) Kexp2.6-3.2 0.1140 ± 0.00053.2-3.8 0.1196 ± 0.00043.8-4.4 0.1267 ± 0.00054.4-5.0 0.1316 ± 0.00055.0-5.6 0.1368 ± 0.00075.6-6.2 0.1407 ± 0.00086.2-6.8 0.1431 ± 0.00116.8-7.4 0.1474 ± 0.00157.4-8.0 0.1451 ± 0.00218.0-8.6 0.1490 ± 0.0043



Chapter 9Pionium lifetimeData taken with DIRAC spetrometer in 2001 with two Nikel targets of94 and 98 µm thikness is analyzed to obtain pionium lifetime. StandardDIRAC radiations lenghts in Monte Carlo were inreased by 15% upstreamthe magnet in onordane with onlusions from spei� studies [62℄.With the 2-dimensional �t desribed previously, the number of ionizedatoms and Coulomb orrelated pairs in the same kinematial region are ob-tained, using Monte Carlo distributions from simulated pionium signal toguide the �t, and suppressing gamma term in equation 8.5 to build the linearombination of Monte Carlo, whih will be subtrated from real olleteddata to obtain experimental atom signal.The �t is repeated 10 times in referred p intervals. A global �t with addedstatistis from all intervals is done, and only for the sake of omparison theresults from the 10 p bins are statistially promediated.After the seletion explained in the previous hapter, a total number of907796 prompt events is used in this analysis. Generated Monte Carlo sampleof Coulomb orrelated pairs reahes 3434049 events applying the same uts.At the latter step of the analysis, the de�ned K-fator is used to extratbreakup probability of the pionium, and by means of the unique target-dependent τ − PBr relationship, lifetime of pioni atoms is obtained. In thelast setion of the hapter, an evaluation of main systemati errors is doneto get �nal result. 181



182 9.1. Momentum-dependent �t results9.1 Momentum-dependent �t resultsTen independent �ts are performed in 600 MeV/c lab-frame π+π− momen-tum bins, starting from 2.6 MeV/c. By hoosing a momentum-dependent�t in narrow bins, the Q-dependene of the e�ieny of π+π− detetion isweakened [76℄.Minimisation of χ2 in expression (8.5) was arried out in (0.5×0.5)(MeV/c)2bins of (QT , QL) spae, independently in eah of the ten π+π− momentumintervals indiated in table 8.4 leaving α1 and γ as free parameters. The
α2 parameter (fration of aidental pairs) was bloked to the values ex-perimentally observed from TOF, whih were indiated in table 8.2. The
α3 = 1−α1 −α2 − γ fration then measures the long-lifetime non-Coulombomponent. Fit range is de�ned by standard uts of QT < 5 Mev/c2 and
|QL| < 20 Mev/c2.The extrapolation method an thus be applied to the region QL <

2 MeV/c, in suh a way that an atom signal is de�ned in eah (i, j) binof (QT , QL) spae by the di�erene between the prompt spetrum and theMonte Carlo predition with pionium omponent removed.The �t quality is indiated by the χ2-values obtained in eah momentumbin. In table 9.1 those χ2-values are given separately for the ontrol (QL >

2 Mev/c2) and extrapolation (QL > 2 Mev/c2) region. Although thepionium atom Monte Carlo has been used to guide the �t, the restritionof the χ2 to the domain QL > 2 MeV/c (where their ontribution is verysmall) is equally good when the γ omponent is suppressed. The numberof extrated atoms, α1 parameter, and the obtained breakup probability aredisplayed too for the then momentum intervals.The atom spetra are shown at the end of this hapter in �gures 9.15to 9.23 as funtion of QT and QL, and ompared to the pionium MonteCarlo predition in eah ase. The estimator of �t quality is provided bythe χ2 value extended over the extrapolation domain (0, Qc
T )× (0, Qc

L) with
Qc

T = 5 MeV/c and Qc
L = 2 MeV/c, with one degree of freedom used bythe γ parameter. Those are given in last olumn of table 9.1. When the �tproedure is applied to the ontrol region QL > 2 MeV/c, small deviationsare still observed in QT spetrum, despite the aeptable values of χ2. We



Chapter 9. Pionium lifetime 183attribute those to a remaining imperfetion of the simulation of double-trakresolution, and we atually improve the extrapolated spetrum by orretingfor those deviations (observed in the ontrol region) and projeting themthem onto individual QT bins at QL < 2 MeV/c. One degree of freedom issubtrated for every orreted QT bin.Table 9.1: The main results of the �t onerning number of atom pairs NA,
α1 and χ2 over the ontrol (χ2

c) and extrapolation (χ2
e) region are indiatedin this table, for every 600MeV/c momentum interval pi as de�ned in table8.4.

NA α1 χ2
c / ndf χ2

e / ndf
p1 839 ± 80 0.866 ± 0.016 320.6 / 350 45.8 / 40
p2 1260 ± 113 0.814 ± 0.011 360.9 / 350 45.7 / 40
p3 1333 ± 106 0.802 ± 0.012 355.1 / 350 25.5 / 40
p4 1135 ± 92 0.842 ± 0.014 337.3 / 350 30.5 / 40
p5 784 ± 85 0.853 ± 0.016 306.7 / 350 25.4 / 40
p6 577 ± 78 0.848 ± 0.021 335.1 / 350 46.8/ 40
p7 427 ± 62 0.794 ± 0.026 335.1 / 350 43.4 / 40
p8 214 ± 43 0.809 ± 0.037 333.3 / 350 66.8 / 40
p9 174 ± 43 0.804 ± 0.066 395.9 / 350 44.6 / 40
p10 32 ± 24 0.863 ± 0.199 344.1 / 350 54.1 / 40The number of atom pairs nA determined as funtion of p is plotted in�gure 9.2 along with the number of Coulomb pairs given by the �t in eahase. Errors in NA are given by MINOS variation of γ parameter. It is seenthat atom prodution follows rather losely the spetrum of semi-inlusive

π+π− di�erential ross-setion, as expeted from bound state prodution.Please note that both of these spetra are unorreted for spetrometeraeptane.In �gure 9.4 we plot the remaining number of non-Coulomb pairs deter-mined by the �t as funtion of p, after subtration of aidentals aording



184 9.1. Momentum-dependent �t resultsto table 8.2, and we ompare the spetrum with that previously determinedfor Coulomb pairs (see �gure 9.2). We attribute this reminder to a long-livedomponent in ππ prompt triggers, in a muh shorter timesale than the TOFdetetor an appreiate (∼ 170 ps). Although we have not attempted a de-tailed omparison with Monte Carlo models (with spei� resonanes), theobserved softer spetrum is qualitatively well understood.9.1.1 Breakup probability and lifetime.Pionium break-up probabilities an now be determined by using the momentum-dependent K-fators alulated in table 8.4, and they are shown in �gure 9.1.Errors were propagated from those provided by the �t for nA and NC . PBrvalues, shown in table 9.2 are ompatible with a smooth inrease with in-reasing atom momentum, as predited by Monte Carlo traking inside thetarget foil [65℄[17℄. The 1s pionium lifetime (τ1s) an then be determinedby χ2 minimization with respet to the latter predition, having τ1s as onlyfree parameter, using the relationship explained in hapter 1. Alternatively,
PBr measurements an be ombined with independent statistial errors, andMonte Carlo traking applied with a given atom momentum spetrum.At bottom in �gures 9.15 to 9.23, PBr values are shown as funtion ofintegration limits in QT and QL. Expanding equation 8.11 in all its termsfor a given kinematial region Ω we obtain

PBr =
nA

NCKexp
=
nA

NC

1

Ktheo

ǫC
ǫA

=
nA

NC

1

Ktheo

nrec
C ngen

A

ngen
C nrec

A

(9.1)and fading away onstants we left with
PBr ∝

nA

NC

nrec
C

nrec
A

(9.2)sine both nrec
C and NC has the same shape (of the reonstruted distri-bution of Coulomb pairs from Monte Carlo input), we �nally get:

PBr ∝
nA

nrec
A

(9.3)



Chapter 9. Pionium lifetime 185Table 9.2: Breakup probabilities values obtained from the �t in p slies.
PBr

p1 0.417 ± 0.041
p2 0.385 ± 0.035
p3 0.451 ± 0.036
p4 0.459 ± 0.038
p5 0.407 ± 0.045
p6 0.424 ± 0.058
p7 0.564 ± 0.084
p8 0.502 ± 0.103
p9 0.841 ± 0.220
p10 0.301 ± 0.231so it is seen how the breakup probability values will show a dependene onthe integration limits (in QT and QL) as far as the experimentally subtratedatom spetra nA di�ers from reonstruted Monte Carlo atoms shape (nrec

A ).We see in mentioned �gures how we get an asymptoti vale as integrationregion is inreased and so ontaining the whole atom spetra and avoidingthe �utuations aused by not having a perfet desription of it.Provided there is good agreement between Monte Carlo and prompt datain QL projetion, the measured values of the PBr should not depend on theupper limit Qc
L hosen for the �t. We have tested the stability of PBr ateah momentum bin, and the good behaviour is illustrated in �gures 9.11and 9.10. We have safely hosen Qc

L = 20 MeV/c for referene, in view ofthe fat that statistial errors from the �t are not improved anymore beyondthis limit. Note that these results reveal good performane of the aeptaneorretions shown in �gure 8.3, based on the aidental spetrum.The �tted values of α1 parameter (fration of Coulomb pairs) are alsoshown in �gure 9.3 as funtion of p. They show little variation, ompatiblewith a small linear inrease.
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Figure 9.1: Pionium break-up probabilities as funtion of atom momentum,as ompared to best �t Monte Carlo predition with average Ni foil thikness(τ1s = 2.58fs).
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Chapter 9. Pionium lifetime 1899.2 Global �t resultsIn addition to the previous (momentum-dependent) analysis, we have alsoperformed a global �t to the data, in whih single parameters αi, β and
γ are left free to minimize the χ2 de�ned in the momentum-integrated
(QT , QL) plane by expression (8.5). Bin width an be dereased to 0.25 ×
0.25 (MeV/c)2 in the mapped 2-dimensional (QT , QL) plane due to theinreased amount of statistis. The �t results are indiated in table 9.3.Certainly the proedure allows a determination of a total number of atompairs n̄A and a mean break-up probability P̄Br after taking into aount themomentum-averaged K-fators shown in table 8.3.These results are ompared in table 9.3 with those obtained for nA and
PBr by expliit sum and statistial averaging of the 10 values at individualmomentum bins, respetively. χ2-values and numbers of degrees of freedomhave also been summed in these ase. Their restrition to the ontrol andextrapolation regions separately are shown in table 9.4. Fit results seem tobe rather lose, although we believe the momentum-dependent �t in narrowbins is more rigorous in view of possible aeptane orrelations and will beused for giving the pionium lifetime value.For visualization of the global atom signal projetions, both methodsprovide nearly idential results. We show in �gure 9.5 the QT spetrum,with the atom signal obtained by subtration of Monte Carlo with pioniumomponent removed. The prompt data are shown separately for the region
QL < 2 MeV/c and QL > 2 MeV/c. The longitudinal spetrum is shownin 9.6, and the relative momentum magnitude Q in �gure 9.7.A 2D lego plot of the atom signal is shown in �gures 9.8 and 9.9, where inthe latter a signed transverse omponent Qxy has been de�ned by projetingthe measured value of QT over a randomly seleted azimuth φ (Qxy =

QT cosφ).As in previous setion, PBr values are shown as funtion of integrationlimits in QT and QL, now in 0.25 MeV/ bins for the global �t (see Fig.9.12), as well as the stability of the measured values of PBr with respet tothe upper limit Qc
L hosen (Fig. 9.11).The �t proedure implies a orrelation between α1 and γ (proportional



190 9.2. Global �t resultsto NA) whih is displayed in �gure 9.13 for the global �t. This orrelationis taken into aount in the statistial errors given in every momentum bin.Table 9.3: Comparison of �t results with α1 and γ as global �t parametersand superposition of 10 independent �ts at di�erent 600 MeV/ momentumbins.
α2 PBr nA NCGlobal �t 0.815 ± 0.006 0.438 ± 0.016 6738 ± 190 120611 ± 812

p-dependent �t 0.823 ± 0.015 0.432 ± 0.016 6775 ± 244 121323 ± 821
Table 9.4: Comparison of the χ2-values in the whole region, as well as inextrapolation (QL < 2 MeV/c) and ontrol (QL > 2 MeV/c) regions forthe �ts indiated in table 9.3.

χ2 / ndf χ2
e / ndf χ2

c / ndfGlobal �t 1516.7 / 1600 147.7 / 160 1368.9 / 1440
p-dependent �t 3853.2 / 3900 428.7 / 400 3424.4 / 3500
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Chapter 9. Pionium lifetime 1999.3 Systemati errorWe have studied the magnitude and sign of possible systemati errors in themeasurement of break-up probability PBr, related to imperfet simulation ofdetetor response and to other e�ets. The most signi�ant ontributionswe found are the following:
• knowledge of average multiple sattering angle in upstream detetors
• orretion for non-uniformity of QL trigger aeptane
• simulation of MSGC bakground
• simulation of pionium atom signal
• simulation of QT spetrum
• �nite-size e�ets and η' / ω ontaminationThe total radiation length of upstream detetors is known with ±1.5%preision and has been the subjet of a detailed study [62℄. Furthermore, itsontribution to QT resolution is muh redued by the exlusive utilization ofMSGC/GEM signals in the �nal trak �tting. Note that the X and Y planes(loated losest to the target foil) are essentially free of multiple satteringin the spetrometer. A ±1.5% variation of the average θMS angle produesa negligible hange in the Monte Carlo spetrum of pionium. A maximumunertainty of ∆PBr = ±0.003 is attributed to this partiular soure.Results have shown that the QL trigger aeptane orretion determinedfrom aidental pairs works well in desribing orretly the Coulomb spe-trum. Having used the full sample of aidental pairs for Ni 2001, we areprobably still limited by statistis (speially at large momentum) for a prei-sion knowledge of this orretion, and there we �nd one soure of systematierror. From variations of the orretion struture, ompatible with the ai-dentals pattern, we estimate ∆PBr = ±0.007 as a maximum possible shiftof PBr.MSGC bakground has also been the subjet of very detailed study . Theprobability of noise hits entering the real traks is known very preisely, as



200 9.3. Systemati error�gure 6.4 shows. We assign a maximum systemati error to this onept of
∆PBr = ±0.006. Momentum resolution of the spetrometer was determinedrather aurately using small QT Λ pairs and the Monte Carlo simulationwas ross-heked aording to it. We think this work is behind the goodagreement between the pionium Monte Carlo and the experimental signal in�gure 9.6. We assign a very small error to the fat that we use this MonteCarlo to guide the 2D �t, sine the hypothesis is well onsistent with thedata.Simulation of SFD signals (inluding PSC) and bakground has beenoptimized aording to the work in [77℄, and it has little in�uene on the�nal QT spetrum. SFD ine�ieny, on the other hand, has been auratelydetermined by means of MSGC/GEM detetor [71℄. It ontributes to theobserved rate of single-trak events, but the analysis of the QT spetrum inthe region QL > 2 MeV/c provides a good handle to redue this partiularsimulation unertainty. We assign a global ±0.003 maximum systematierror oming from imperfet simulation of the QT spetrum, and double-trak resolution.Finally, we have inorporated to our analysis a orretion to the PBrmeasurement originated from the e�et of large-size resonanes η' and ω, aswell as �nite-size nulear e�ets [63℄ on the Coulomb spetrum [64℄. Thisorretion is based on a 1% η' and 19% ω ontamination, determined by withthe UrQMD Monte Carlo, and on parametrizations of nulear size, ross-heked with real π+π+ data from the spetrometer [78℄. The systematierror we assoiate with this orretion omes from a ±25% unertainty inthe prodution of ω resonane, whih is the dominant e�et.Without knowledge of orrelations between the above soures of system-ati error, we have onvoluted them by generating random numbers withsquared-pulse shape probability distributions, the width being determined bythe ontents of the seond olumn in table 9.5. A gaussian �t to the result-ing distribution provides a 1σ equivalent to the ombined systemati error of
±0.009 wih an be added in quadrature to the statistial error, for the sakeof synthesis. The resulting Pbr measurement is then 0.432 ± 0.016 (stat) ±0.009 (syst) = 0.432 ± 0.018.



Chapter 9. Pionium lifetime 201A ontamination of K+K− pairs in the 2001 π+π− data sample has beenstudied [79℄ and it appears to be (2.38 ± 0.35) × 10−3 at p = 2.9 GeV/c.The Coulomb spetrum of K+K− is known and this may originate a smallorretion to τ1s with, negative sign. Another small orretion (with positivesign) is also being onsidered, due to a slight lower Z ontamination in thetarget foil. The overall systemati unertainty is not expeted to inreasesigni�antly, as the result of both studies.
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Table 9.5: Estimated ontributions to systemati error in average break-upprobability measurement. Last row indiates total systemati error equivalentto 1σ, under the assumption of unorrelated e�ets.Simulation error ∆PBr extreme valuesMultiple sattering (±1.5%) ±0.003

QL trigger aeptane ±0.007MSGC bakground ±0.006Atom signal shape ±0.002Double-trak resolution ±0.003Finite-size orretion (±25% ω) ±0.003Total 1σ equivalent ±0.009
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Chapter 10Summary of results andonlusionsThe work presented in this thesis has been devoted, on the instrumentalside, to the onstrution and installation for the DIRAC spetrometer atCERN of a traking detetor, the MSGC/GEM, that has been essential forthe unambiguous measurement of π+π− transverse momentum in the highradiation enviroment of p-Ni ollisions at p = 24 GeV/c.As main physis output from this work, it is presented here a preisionmeasurement of Pionium Lifetime in 1s state following the extrapolationmethod originally proposed by the DIRAC ollaboration to CERN in 1994.The measurement inludes a detailed assesment of systemati and sta-tistial errors, with the result:
τ1S = 2.58 +0.26

−0.22(stat)
+0.15
−0.14(syst)A quadrature of both soures of error yields the ombined result :

τ1S = 2.58 +0.30
−0.26whih is lose to the original objetive of the experiment to attain a 10%error in this important physis observable.213



214 9.3. Systemati errorThe preision of our result for pionium lifetime has required to apply asmall orretion (with negative sign) due to the e�et of �nite nulear sizeand ω and η′ resonanes, as explained in hapter 10.There are still two e�ets that might eventually require apppliation ofsmall orretions to the measurement, with known sign, that are being in-vestigated at the moment of writing this thesis. These are a possible on-tamination of K+K− in the π+π− sample, and the hemial omposition ofthe target foil, whih inludes a fration of lighter elements (Z < 26). Theorretion sign is known (negative in the former ase, positive in the latter),and one the study of the magnitude is ompleted, the total systemati erroris not expeted to inrease signi�antly.The ahieved pionium lifetime result an be onverted into a measure-ment of the s-wave amplitude di�erene [4℄ by means of the expression 1.5,with the result:
|a0 − a2| = 0.280 + 0.016

− 0.014 M
−1
π = (0.280 ± 0.015) M−1

π
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